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Big data have changed the way we generate, manage, 
analyze and leverage data in any industries. There is no 
exception in clinical medicine where large volume of data 
is generated from electronic healthcare records, wearable 
devices and insurance companies (1). This has greatly 
changed the way we perform clinical studies. Instead 
of performing data entry and curation manually, the 
information technology has significantly improved the 
efficacy of data management. With such a large volume of 
data, many clinical questions can be addressed by using big 
data analytics (1-3). Three steps are typically involved in the 
big data analytics (Table 1). The first step is the formulation 
of clinical questions (4), which can be categorized into 
three types: (I) epidemiological question on prevalence and 
incidence and risk factors; (II) effectiveness and/or safety of 
an intervention; and (III) predictive analytics. The second 
step is the design of a study, which transforms the clinical 
question into a study design. For example, the prevalence 
of catheter-related blood stream infection (CRBSI) as 
well as its risk factors can be addressed with retrospective 
or prospective cohort study. A case-control study design 
can be used to identify risk factors. The effectiveness 
can be addressed by a randomized controlled trial or an 
observational study. The third step involves the statistical 
analysis and/or modelling by using data collected under a 
certain design. 

Among all these big data analytics, the predictive 
analytics are becoming increasingly important in clinical 
medicine (5). The use of predictive analytics in clinical 

medicine includes but not limited to risk stratification, 
differential diagnosis (classification), prognosis, prediction 
of disease occurrence and prediction for the effectiveness of 
a certain intervention (6-8). In other words, the Predictive 
analytics involve the whole process of the disease course 
from disease prevention, diagnosis, treatment and finally 
to the prognosis. For example, from the perspective of 
disease prevention, smoking is a strong risk factor for 
the development of lung cancer and thus modifying this 
factor can help to reduce the risk of lung cancer. If a 
patient is diagnosed with lung cancer, risk stratification by 
using genetic and clinical features in a predictive model 
can help to determine whether surgical intervention 
and/or chemotherapy should be used. Finally, accurate 
prediction of the long-term outcome is also important 
for communication with family members and medical 
decision making. Thus, the literature involving clinical 
prediction have witnessed a rapid increase in recent years. 
Conventionally, predictors are entered into a generalized 
linear model to estimate a vector of coefficients, and the 
resulting model can be generalized to samples that are 
not used for training the model (9). However, the model 
training process is not straightforward and there is no 
single approach that can fit for all situations. For example, 
the generalized linear model is easy to interpret for subject 
matter audience, but it cannot automatically capture the 
high-order relationship among covariates (10). In contrast, 
the sophisticated neural networks and deep learning 
approaches are capable of modeling any mathematical 
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functions, which however is at the cost of interpretability 
(e.g., these models are considered to be black box algorithm 
because domain experts cannot easily understand how the 
predictors/features influence the outcome/label) (11,12). 

In a recent special report published in the Annals of 
Translational Medicine, Zhou and colleagues provided a 
comprehensive tutorial on how to perform predictive 
modeling (13). There are 16 sections involving variable 
selection (feature engineering), model calibration, utility, 
and nomogram for the ease of clinical application. They 
also discussed some challenging conditions such as the 
presence of competing risks and the curse of dimensionality. 
Potential readers of this report include clinical investigators, 
physicians, and even statisticians. More importantly, the 
R code for each step of modeling are provided and well 
explained. For beginners with limited experience in R 
coding, this can be a good starting point. 

However, I want to clarify that the authors have confused 
the parametric and non-parametric modeling in the first 
chart. First, let’s look at the formal definition for parametric 
and non-parametric modeling from the textbook Artificial 
Intelligence: A Modern Approach (14). The author stated that:

“A learning model that summarizes data with a set of 
parameters of fixed size (independent of the number of training 
examples) is called a parametric model. No matter how much 
data you throw at a parametric model, it won’t change its mind 
about how many parameters it needs.” 

From this definition, the neural networks should 
apparently be classified as the parametric modeling 
approach because there are multiple weights attached to the 
nodes of the neural network (15). Actually, a neural network 
with only one layer is simply a linear regression model, and 
the latter is a prototype of parametric model. The purpose 
of training a neural network model is to estimate weights 
and bias for each node, then the weighted sum is passed 
to the next layer node and there is usually a non-linear 

activation function to transform the signal. Other machine 
learning methods such as k-nearest neighbors and decision 
trees can be safely classified as non-parametric models. 

Furthermore, in the prediction evaluation model branch, 
the authors classified drawing nomogram and building 
prediction scores into the evaluation process of a model. 
I have to argue that there is no evaluation of the model 
at all with these two approaches. The use of risk scores 
and nomograms are simply the presentation of trained 
prediction models so that they can be used in clinical 
practice (16). It has nothing to do with the calibration 
or discrimination of the model. Nomogram and/or risk 
scores should be done after the final model is confirmed 
by using a variety of validation methods. The validations 
in the training set and external set cannot be considered 
as conceptually parallel. The external validation should 
be considered more robust in identifying the problem of 
overfitting than the internal validation no matter which 
procedure is used (e.g., there are many statistical methods to 
perform model validation if there is only one single dataset 
such as cross validation, simple-split and leave-one-out) (17). 

In conclusion, the comprehensive tutorial is timely in the 
era of big data that it provides practical tools for conducting 
predictive analytics. With more advanced information 
technology being applied to patients, a large volume of data 
can be collected with ease. Thus, the interests in leveraging 
big data to advance the healthcare are increasing. Predictive 
analytics is the cornerstone of precision medicine that 
patients with different clinical characteristics and genetic 
backgrounds should be treated differently. Although there is a 
great deal of challenges in leveraging big data to advance the 
healthcare (18,19), the opportunities are equally abundant. 
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Table 1 Examples of big data analytics in clinical medicine highlighting the three steps from clinical question formulation to statistical analytics

Clinical question Study design Statistical analytics

What’s the prevalence of depression among young children? Cohort study Statistical description, multivariate regression model to 
identify risk factors

Is sodium bicarbonate effective for metabolic acidosis? Prospective/
retrospective 
cohort study

Statistical inference; causal inference; and multivariate 
regression model to adjust for confounders

What is the hospital mortality of patient with severe acute 
respiratory distress syndrome 

Cohort study Predictive analytics with all kinds of mathematical 
modeling approaches. 
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