
Page 1 of 4

© Annals of Translational Medicine. All rights reserved.   Ann Transl Med 2020;8(6):274 | http://dx.doi.org/10.21037/atm.2020.02.63

Clinical prediction models in the precision medicine era: old and 
new algorithms

Jing-Chao Luo1#, Qin-Yu Zhao2#, Guo-Wei Tu1

1Department of Critical Care Medicine, Zhongshan Hospital, Fudan University, Shanghai 200032, China; 2HealSci Technology Co., Ltd., Beijing 

100176, China
#These authors contributed equally to this work.

Correspondence to: Guo-Wei Tu, MD. Department of Critical Care Medicine, Zhongshan Hospital, Fudan University, Shanghai 200032, China. 

Email: tu.guowei@zs-hospital.sh.cn.

Provenance and Peer Review: This article was commissioned by the Editorial Office, Annals of Translational Medicine. The article did not undergo 

external peer review.

Comment on: Zhou ZR, Wang WW, Li Y, et al. In-depth mining of clinical data: the construction of clinical prediction model with R. Ann Transl Med 

2019;7:796.

Submitted Jan 27, 2020. Accepted for publication Feb 27, 2020.

doi: 10.21037/atm.2020.02.63

View this article at: http://dx.doi.org/10.21037/atm.2020.02.63

We are moving into the precision medicine era, one core 
concept of which is providing patients with evidence-
based and individualized care. Traditional clinical research 
can evaluate the effectiveness of one medicine or therapy 
rigorously. Their conclusions, however, are usually valid 
only for a selected group of patients. The patient-specific 
disease risk, surgical mortality, or long-term complication 
always require validated predictive models to assess (1). 

During the past two decades, the number of publications 
with “predictive model” or “risk score” in their titles has 
been increased exponentially (Figure 1). These models 
were mostly developed by clinicians, without the help from 
professional statisticians. Although these models usually 
geared toward the most clinically relevant topics, they 
were also more likely to be associated with methodological 
flaws. To address these challenges, in 2015, the transparent 
reporting of a multivariable prediction model for individual 
prognosis or diagnosis (TRIPOD) statement was published, 
with the aim of helping clinicians develop methodologically 
sound predictive models (2). Although it provides a 
standard framework of reporting prediction model, in 
the real practice, mining clinical data and developing 
methodologically sound models still require intensive 
clinical and statistical expertise. 

In this issue, Zhou et al. presented an excellent summary 
about building and validating a predictive model using R 
language (3). This article is of great value in two ways: first, 

it serves as a step-by-step guidebook that walks clinical 
readers through how to build a predictive model; second, 
the authors provided considerable R sample codes, enabling 
readers to get started quickly.

 Zhou et al. summarized the entire process of building 
a prediction model into five steps: (I) capitalization of the 
initial letter conceptualization. In this phase, an investigator 
shall clearly define the research question, consider whether 
the necessary conditions to conduct a clinical prediction 
model are met, and select an appropriate model type—
a classifier or regressor. (II) Data preprocessing, in which 
an investigator identifies outliers and interpolates missing 
values. There is a principle of this part—no best, only better. 
(III) Variable selection in multivariate regression analysis 
is the third part, where important variables are selected 
from thousands of candidates. (IV) Model selection. In this 
article, the authors mainly discussed logistic regression, Cox 
proportional-hazards regression, competitive risk model, 
Ridge regression, and Lasso regression. Each model has 
its own scenario where it shines. (V) Model evaluation 
and implementation. First of all, validation methods can 
be divided into two forms: internal and external, the 
differences of which are based on the origin of validation 
data sets. Various types of measures can be used for 
evaluating the model performance, such as c-statistics for 
logistic regression, c-index for Cox regression, and the area 
under the receiver operating characteristic curve (AUROC). 
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The Net Reclassification Index (NRI) and the Integrated 
Discrimination Index (IDI) can be used to compare the 
prediction performance of different models. Besides, 
nomogram, calibration plot, decision curve analysis, and 
clinical impact curve can make it much easier for readers 
to visualize the results and use the models in the clinical 
settings.

Although the authors did a great job in describing and 
summarizing various methodologies in prediction model 
construction, several important issues were missing. For 
example, sample size estimation is usually a necessary 
preliminary step before conducting a clinical study. If we 
plan to develop a clinically useful predictive model, we shall 
better calculate how many patients are needed before the 
data collection. However, in this article, the sample size 
calculation has been little discussed. Nowadays, the PASS 
Sample Size Software has already provided useful solutions 
for sample size estimation of regression models. Moreover, 
the authors did not consider more complex clinical cases 
or extend their discussion in machine learning algorithms, 
which has been demonstrated to have excellent predictive 
performance (4-6). Linear models only reflect the linear 
relation between two variables x and y. For example, a 
regression model that predicts height may tell us that for 
every 1 cm increase in father’s height, 0.7 cm increase in a 
child’s future height. Similarly, logistic regression reflects 
the linear relationship between x and ln[p/(1-p)], while Cox 
regression assumes that there is a linear correlation between 
predictor variables and the logarithm of proportional hazard. 
But in the real-world practice, it isn’t very easy to use one 
model to explain the complex associations between different 
types of clinical variables. For example, cardiac output 

(CO) after resuscitation of a patient with septic shock is 
associated with mortality (7). If CO is too high, it suggests a 
severe inflammatory response, while a low-than-normal CO 
indicates insufficient blood supply to tissues. Therefore, the 
actual association between mortality and CO can be plotted 
as a U-shaped curve. If researchers use linear models without 
careful thinking, the results would be biased.

For this case, first of all, we need to incorporate our 
clinical knowledge into the analysis. We can also make 
scatter plots to avoid potentially misleading intuitions. 
Besides, there are two commonly used methods to analyze 
the nonlinear relationship between variables—the nonlinear 
transformation of variables and the use of nonlinear 
models, such as piecewise linear regression and polynomial 
regression. For instance, we can consider a quadratic 
equation to fit the relationship between CO and mortality. 
Nonetheless, it usually takes a lot of energy to find a 
correct functional form to explain the variables’ nonlinear 
relationships. And faced with hundreds of variables and 
millions of data in the age of big data, these traditional 
methods may be even beyond the reach of human effort. 
Hence, we would like to comment on the potential usage of 
machine learning in building the prediction models.

With the development of big data technology and 
artificial intelligence, machine learning methods such as 
K-Nearest Neighbor (KNN), Support Vector Machine 
(SVM), Gradient Boosting Decision Tree (GBDT), Random 
Forest, Deep Learning and Reinforcement Learning, 
yield unusually brilliant results in the medical field (4-6). 
Here we summarize the basic concepts of several common 
machine learning methods: KNN predicts a patient’s future 
based on other people who shared similar characteristics 
with him- or herself (8); SVM tries to find the best cut-
off line (hyperplane in data space) to distinguish between 
negative and positive patients (9); GBDT (10) and Random  
Forest (11) are based on decision tree, and using them in 
build risk prediction model would require hundreds of 
decision trees; Deep learning is a series of new and rapidly 
growing algorithms (12,13): Convolutional Neural Networks 
(CNN) dominates the field of image analysis, while 
Recurrent Neural Networks (RNN) is considered suitable for 
processing time-series data; Reinforcement learning, inspired 
by behaviorist psychology, tries to simulate the learning 
mechanism of reward and punishment (5).

These methods have many advantages compared with 
linear regression. First, the latest algorithms in the field of 
machine learning are much more complicated than linear 
regression so that they can capture complex and high-order 

Figure 1 The number of publications with “predictive model” or 
“risk score” in their titles.
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relationships between variables and usually can achieve 
higher accuracy (12). Second, compared with a previous 
once-for-all risk score, cutting-edge machine learning 
models can “learn” from the errors and keep optimizing 
themselves. Third, these models can be used for solving 
more complex problems, such as “learning” optimal 
treatment strategies like a clinician (5), or completing 
auxiliary tasks while making risk prediction. For example, 
Tomasev et al. constructed their model which was asked 
to predict the maximum observed values of some variables 
in the future, while making future acute kidney injury 
predictions (6). Meanwhile, the complexity of these methods 
also becomes a barrier for clinicians to understand and trust 
them, and that’s the reason they have been considered as “a 
black box” (13-15). Though difficult, many methods try to 
“open” these black boxes, such as Partial Dependence Plot 
(PDP), Local Interpretable Model-agnostic Explanations 
(LIME), SHapley Additive exPlanations (SHAP), Deep 
Learning Important FeaTures (DeepLIFT) (15). Figure 2 
shows the accuracy and interpretability of various machine 
learning methods. It’s worth noting that this is a general 
schematic diagram rather than an accurate quantification. 
Besides, when data size is small, say we only have dozens of 
samples, the model performance in the validation set could 
be very disappointing, as the result of “over-fitting” (16). 

 It’s of considerable significance to have accurate 
predictive models that can be beneficial to the clinical 
practice and serve as a foundation for precision medicine. 
Although we have built regression models using traditional 
methods for many years, there is still much room for 

improvement. Zhou et al. provide a detailed instruction and 
roadmap on how to construct a robust prediction model 
with R (3), which is a useful reference. On the other hand, 
considering the disadvantages of the traditional methods, 
rapidly evolving machine learning methods may give 
us a new perspective and help to overcome the existing 
difficulties.
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