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Background: Developmental language disorders (DLDs) are the most common developmental disorders 
in children. For screening DLDs, speech ability (SA) is one of the most important indicators. 
Methods: In this paper, we propose a solution for the fast screening of children’s DLDs based on a 
comprehensive SA evaluation and a deep framework of machine learning. Fast screening is crucial for 
promoting the prevalence and practicality of DLD screening which in turn is important for the treatment of 
DLDs and related social and behavioral abnormalities (e.g., dyslexia and autism). Our solution is focused on 
addressing the drawbacks existing in the previous DLD screening methods which include test failure due to 
text-based inducing material design and illiteracy of most young children, incomplete language evaluation 
indicators, and professional-reliant evaluation procedures. First, to avoid test failure, a novel comprehensive 
inducing procedure (CIP) with non-text (i.e., audio-visual) stimulus materials was designed that could cover 
a large range of modalities to adequately explore the comprehensive SA of the subjects. Second, to address 
incomplete language evaluation, a set of comprehensive evaluation indicators with full consideration of the 
characteristics of the children’s language acquisition is proposed; furthermore, to break the professional-
reliant limitation, we specifically designed a deep framework for fast and accurate screening. 
Results: Experimental results showed that the proposed deep framework is effective and professional with a 
92.6% accuracy on DLD screening. Additionally, to provide a benchmark for the novel problem, we provide 
a CIP dataset with about 2,200 responses from over 200 children, which may also be useful for further DLD 
studies and insightful for the fast screening design of other behavioral abnormalities.
Conclusions: Fast screening of children’s DLDs can be achieved at accuracy up to 92.6% by our 
proposed deep learning framework. For successful fast screening, an elaborated CIP with corresponding 
comprehensive evaluating indicators is necessary to be designed for children suspected to have DLDs. 
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Introduction

Developmental language disorders (DLDs) are the most 
common developmental disorders in children with a 
prevalence of 5–8% in preschool (1,2). Most children with 
DLDs suffer various speech disorders (e.g., pronunciation 
or comprehension obstacles), which lead to other social and 
behavioral abnormalities (e.g., dyslexia, communication 
disorders, autism, and attention deficit disorder). Screening 
for DLDs in young children is extremely important 
and necessary to take precautionary measures and treat 
development disorders effectively.

For screening DLDs, we argue that a comprehensive 
evaluation of the children’s speech ability (SA) plays a 
core role since the SA is the most important indicator for 
language development (3,4) and covers a broad range of 
language abilities for children. Specifically, SA is defined as 
proficiency in oral language, which includes the ability to 
repeat or retell properly, pronounce correctly and fluently, 
and express grammatical and logical content. Usually, SA is 
evaluated based on a collection of the subject’s responses of 
some specific speech-inducing procedures prompted by a 
professional (5-9). To the best of our knowledge, few studies 
have focused on comprehensive SA evaluation for children’s 
DLD screening, since it is incredibly challenging. In this 
paper, we attempt to address these difficulties and provide 
a feasible solution by designing a fast screening framework 
based on the deep learning technology.

The first challenge of fast DLD screening via SA 
evaluation is the elaborate design of inducing procedures 
and evaluation scales. For the design of speech-inducing 
procedures, the conventional stimulus materials that rely 
highly on reading texts (6,10,11) may lead to test failure 
(which denotes that the children give no responses for the 
stimulus materials) on young children, since they usually 
have an immature language system and nonstandard speech 
characteristics. For the design of evaluation scales to 
screening DLDs, the comprehensive test should evaluate 
an extensive range of linguistic aspects (e.g., pronunciation 
accuracy for the low-level aspect and logical consistency for 
the high-level aspect). Based on the above consideration 
of the first challenge, we propose a novel comprehensive 
inducing procedures (CIP) and the relevant comprehensive 
CIP indicators (scales) that are specifically designed 
for DLD screening. To avoid test failure and induce 
the children’s full speech performance sufficiently and 
effectively, the stimulus materials are audio-visual in nature 
with no reliance on texts. The inducing procedures cover a 

broad range of difficulties from easy to hard by elaborately 
controlling the word choices, sentence length, grammar, 
and semantic complexity. For a comprehensive evaluation, 
not only the inducing procedures cover a full variety of 
speech modalities including repetition, restatement and 
free conversation, but also the relevant comprehensive CIP 
indicators cover an extensive range of linguistic aspects; 
i.e., pronunciation, expression efficiency, fluency grammar, 
semantic and logic. 

The second challenge of fast DLD screening is the 
traditional high reliance on professionals, which is 
expensive, subjective and time-consuming. To achieve 
fast and accurate screening, we specifically designed a 
novel deep framework to automatically rate the responses 
of the inducing procedures in CIP according to the 
SA performance and created a CIP dataset with about  
2,200 responses from over 200 children. The automated 
CIP rating is very challenging due to the comprehensive 
(multi-aspect) nature of evaluation and the large variance 
of responses (Var-Resp) caused by the broad range of 
modalities and the varied speech performances of the 
children. For the former (multi-aspect evaluation), a 
two-stream architecture was proposed, utilizing the 
complementary features from the pronunciation stream 
(for low-level aspect) and content stream (for high-level 
aspect). For the latter (Var-Resp), an excellent-comparison 
architecture was proposed, which evaluates the response by 
comparing it with the excellent responses (i.e., the response 
with the highest rating). The model is procedure-aware and 
excellent-aware, which alleviates the Var-Resp problem.

The main contributions of this paper are as follows:
 A novel and meaningful problem is addressed; 

i.e., the fast screening for children’s DLDs via 
comprehensive SA evaluation;

 An  e l abora t ed  CIPs  w i th  co r re spond ing 
comprehensive evaluating indicators was especially 
designed for children suspected to have DLDs;

 A novel deep framework was designed for fast and 
automated screening, and achieved a remarkable 
performance, with a verification accuracy of 
92.9% for DLD screening and a rapid analysis 
time of 1.07 s.

The study in this paper has been approved by the 
Ethics Committee of the Sun Yat-sen University, and 
conforms to the provisions of the Helsinki Declaration 
as revised in 2013 (available at: http://www.wma.net/
en/30publications/10policies/b3/%20index.html). All the 
subjects’ guardians have signed an informed consent form.
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Children’s DLD screening

DLDs are the most common developmental disorder in 
childhood. The early detection of language disorders has 
come to be recognized as a crucial step in achieving the 
best possible outcome for the affected children (12-14).  
For DLD screening, language evaluation scales are used 
(1,3,15-17). Most of these scales-based tests suffer the 
problems of insufficient SA evaluation. For example, 
in Rescorla (17), the language survey consists of a 
vocabulary checklist designed to screen DLDs, but it 
only focuses on one type of children’s language disorder, 
namely, vocabulary development delay, ignoring many 
other disorders (e.g.,  pronunciation obstacles and 
communication disorders). Also, the checklist is completed 
by the parents, causing a large subjective bias or instability. 
The Clinical Evaluation of Language Fundamentals 
(CELF) is also a commonly used test battery for the 
diagnosis of DLDs only suitable for evaluating children 
aged five years and above (18). The scale-based tests also 
suffer from a professional-reliant limitation; i.e., they 
require speech and language therapists (SLTs) or speech-
language pathologists (SLPs). Due to these obstacles, it is 
very challenging to distinguish a potential disorder from 
the normal course of development in young children, and 
there is often subjective bias and instability.

Different from the previous works, our solution of DLD 
screening is comprehensive (addressed by the CIP) and not 
reliant on professional experts (addressed by the proposed 
deep framework).

SA evaluation

The SA evaluation includes two parts: inducing procedures 

and evaluation indicators. Firstly, the subject is asked to give 
responses following a designed inducing procedure, and 
then the responses are evaluated by a professional based on 
the selected evaluation indicators (5,7,10,19).

Inducing procedures 
Many SA inducing procedures have been proposed. 
Some (5-7) induce the speech based on texts (e.g., asking 
the subjects to read fixed texts). However, for young 
children aged 2 to 8, text-based procedures can lead to 
test failure, since most children at these ages are illiterate. 
Some (8,9) induce the speech based on word or sentence 
repeating tasks, which can be conducted uniformly. 
However, such tasks restrict the children’s full language 
performance and fail to observe aspects of their high-
level speech abilities such as semantics and logic, which 
are important for screening DLDs. To address the above 
challenges (test failure and incomplete evaluation) of 
the SA inducing procedures design, we propose the 
CIPs, as shown in Figure 1. The CIP stimulus is based 
on audiovisual materials (e.g., recordings, pictures, 
and videos) and is specifically designed according to 
children’s cognitive abilities to avoid test failure. To avoid 
incomplete evaluation, the CIP covers a large range of 
speech modalities and difficulties, and can induce subject 
responses effectively from various linguistic aspects. A 
comparison of CIP with the commonly used SA inducing 
procedures is shown in Table 1.

Evaluation indicators 
Most of the relevant literature (8,22-24) proposes SA 
evaluation indicators of fluency, pronunciation, and prosody, 
which focus on low-level speech information. For example, 

The boy is playing with 
colorful blocksRecording:

Picture description
(repetition and retelling)

Video restatement
(interpretation)

Constrained conversation
(spontaneous speech)

The Tortoise and the Hare Peppa Pig Free conversation

Easy Hard

Figure 1 Examples of CIPs. CIP, comprehensive inducing procedures.
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in Zechner et al. (25) and Xie et al. (26), the authors 
used indicators mostly in the fluency domain to build an 
automated scoring system for non-native speech. The 
previously proposed indicators were not suitable for our 
setting since the SA evaluation between the patient and the 
healthy subject is considerably different. Specifically, DLD 
children present SA evaluation with a unique challenge: 
the evaluators must differentiate between fundamental 
speech disorders and perceived difficulties resulting from 
an individual’s normal developing speech differences. 
Differences may be expressed in sentence structure, speech 
sound production, vocabulary, and pragmatics (27). To 
achieve this, we argue that a comprehensive evaluation is 
essential. Our evaluation indicators consider various levels 
of language features and speech aspects (see Table 2).

Automated speech evaluation

To the best of our knowledge, there are no proposals 
for Mandarin automated speech evaluation for children 
with DLDs. However, several studies (7,11,28,29) have 
proposed an automated speech evaluation system for other 
applications. Proenca et al. (11) proposed the features 
of speech rating, pronunciation measure, and repeating 
accuracy to evaluate oral proficiency. Loukina et al. (7) 
adopted lasso regression (30) to select the effective features 
for speech scoring. Yoon et al. (10) proposed the word-
embedding base content features for automated scoring. 
Recently, to break the limitation of elaborated hand-crafted 
features, Chen et al. (29) proposed a bi-directional long 
short-term memory model (bi-LSTM) (31,32) with an 
attention-based architecture on the spoken content. Most 

Table 1 The comparison of the CIP with the commonly used SA inducing procedures

Comparison procedures Automated Comprehensive Fast screening Multi-modalities Test success for DLDs

Sutherland et al. (20,21) × × × × ×

CELF-5 (8,18) × × × × ×

CIP (ours) √ √ √ √ √

CIP, comprehensive inducing procedure; DLD, developmental language disorder; SA, speech ability.

Table 2 The summary of the proposed comprehensive linguistic indicators (see Sec. 2.2)

Linguistic level Linguistic aspect Indicator Definition and rating method

Low Pronunciation Initial consonant Number of errors on initial consonants

Tone Number of errors on tones

Vowel Number of errors on vowels

Expression 
efficiency

Syllable count Number of syllables

Speech speed The number of syllables produced in a second

Pronunciation duration The duration of the cumulative pronunciation

Medium Fluency Content restatement/replication Restatements or repeated pronunciations

Redundant articles Particles like “uh, a, then, this, that” being used as a gap filler 
between phrases or sentences 

Pause count Silence longer than 0.3 seconds counts as a pause

Pause duration Cumulative duration of all pauses longer than 0.3 sec

Grammar The wrong usage of grammar Instances of incorrect grammar usage including of function 
words, grammatical construction, and word order

High Semantic Keywords missing Number of keywords missing and redundant words conflicting 
with the materials

Logic Information organization Number of incorrectly sequenced keywords
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methods above adopted automatic speech recognition 
(ASR) (33), which transforms the voice signal into text to 
extract features. However, for potential DLD children, the 
performance of conventional ASR is not promising (34), 
since most of the ASR models were specifically designed 
for the adults but not DLD children (i.e., the training data 
of the ASR models came from adults and could hardly 
be transferred to models for DLD children). To alleviate 
the less-than-promising performance of ASR, in our 
model, an additional pronunciation stream that directly 
extracts features from the voice signal is concatenated to 
the text-based feature. Moreover, the methods above are 
not very suitable for a CIP automated rating, since none 
of them consider the challenges in CIP rating, such as 
comprehensive evaluation and the Var-Resp problem.

Methods

In this section, we elaborate on the design of CIP (Sec. 2.1), 
the evaluation indicators of CIP (Sec. 2.2), and the CIP 
dataset (Sec. 2.3), and the model for fast screening (Sec. 2.4).

The design of CIPs

To avoid test failures with speech-inducing for children 
with DLDs and to collect their speech performance as 
quickly as possible, we propose a novel design of CIP, which 
is specifically designed for a fast screening of DLDs.

The inducing procedures include three types of tasks (i.e., 
picture description, video statement, and conversation). 
There are different rubrics under each task type differing 
in difficulties, content, and linguistic characteristics (e.g., 
syntactic structures, semantic reference prominence etc.). 
The content and topics of the materials use common scenes 
close to children’s daily life (e.g., clothes, food, toys, and 
schools), which can avoid test failures caused by children’s 
cognitive limits. The inducing procedures cover a large 
range of difficulties to meet the diversity of SA in young 
children. Additionally, some rubrics are presented with 
guide words, and some are not, which is to differentiate the 
difficulty and predictability of the expected response. Some 
examples of CIP are shown in Figure 1. A brief description 
of the task types and the rubrics are as follows.

Task type I: picture description 
This task type mainly addresses the speech modality of 
repeating and retelling. The subject is asked to describe 
the content of the pictures. The pictures are presented 

together with a recording of guide words describing the 
picture content. Rubrics differ in difficulty by controlling 
the sentence length, syntactic, and semantic complexity. 
The easiest rubrics can be finished by simply repeating 
the heard record (e.g., “I like eating apples.”). The hardest 
involves restating a short story according to four-frame 
comic pictures (e.g., “The Race Between Hare and Tortoise”), 
which requires high-level SA (such as adequate logic and 
coherence).

Task type II: video restatement 
This task type evaluates the speech modality of interpretation 
and restatement. The children are presented two short videos. 
The first video is the popular children’s animation “Peppa 
Pig” which shows a complete simple story for children. The 
second video is silent, displaying a man helping an old lady 
cross the street. To finish the two rubrics, children must first 
interpret and memorize the plot properly and generate their 
speech with well-formed logic and coherence while choosing 
adequate words and expressions.

Task type III: constrained conversation 
This task type evaluates the speech modality of spontaneous 
communication. The children’s responses to the questions 
about their familiar personal experience (e.g., family 
situation, and favorite games or cartoons) are recorded. 
The answer time is limited to 1 minute. All the responses 
obtained from the CIP are evaluated on 6 major SA aspects 
with 13 indicators.

Indicators for evaluation

To perform a comprehensive evaluation of the response, 
we chose 13 indicators along 6 major linguistic aspects: 
pronunciation, expression efficiency, fluency, grammar, 
semantics, and logic. The first two are low-level aspects, 
fluency and grammar are on the medium-level, while 
semantics and logic are high-level linguistic aspects. A brief 
description of the indicators is available in Table 2. The 
proposed indicators are decided with the consideration of 
the purpose of comprehensive evaluation and ontological 
linguistic knowledge (25,35-40). Below is a brief description 
of the indicators of 6 major linguistic aspects from low- to 
high-level.

Pronunciation (low-level): clear and correct pronunciation 
is the foundation of SA. In Mandarin, the pronunciation 
of characters usually includes an initial consonant, a vowel 
following the initial consonant, and the pronunciation of 
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tone. For example, in the character “ wo ” (water), the initial 
consonant is “w”, the vowel is “o”, and the tone is “o”. We 
evaluate pronunciation by counting the pronunciation errors 
in the initial consonant, vowel, and tone.

Expression (low-level): the expression efficiency is 
defined as the ability to produce meaningful sentences 
within a given unit of time. This is a necessary language 
aspect for SA, especially when evaluating spontaneous 
speech since it indicates the speech generation ability. 
Specifically, we introduce three indicators (syllable count, 
speech, and pronunciation duration) to evaluate the 
efficiency aspect, inspired by the Mandarin proficiency test 
(21,41), IELTS (42), and TOEFL oral test (43). The details 
are shown in Table 2.

Fluency (medium-level): speech fluency is used here 
to manifest a medium-level spoken language proficiency 
regarding the smoothness or flow with which sounds, 
syllables, words, and phrases are joined together when 
speaking (44). Fluency can be heavily damaged by 
meaningless elements in speech, such as pauses and 
redundant articles. Indicators are identified for evaluation 
speech fluency and evaluated by counting the occurrence of 
flaws, as shown in Table 2.

Grammar (medium-level): as an isolating language 
(languages that use little or no inflection to indicate 
grammatical relationships), the grammar of Chinese is 
relatively simple and loose (23,45,46). Functional words 
(words with little lexical meaning and express grammatical 
relationships among words within a sentence.), grammatical 
construction (any syntactic string of words ranging from 
phrasal structures to certain complex lexemes, such as verb-
object constructions.), and word order are the main locales 
of grammar’s structural rules, so the grammar aspect is 
measured by counting the number of times these three rules 
are violated.

Semantic (high-level): the semantic aspect focuses on the 
accuracy of the content and is evaluated by counting the 
missing items of key target information spoken by children. 
Key information includes key words predefined according 
to the content of the inducing material.

Logic (high-level): the content should be expressed 
logically and coherently. Organizational ability is measured 
by counting the difference between the ideal sequence of 
keywords and the actual keyword sequencing found in the 
speech.

To make the scores of the same indicator across different 
rubrics be comparable and all the scores of the indicators 
satisfy the logic of “the higher, the better”, we normalized 

the scores of the indicators among each rubric. Specifically, 
for the indicator in the linguistic aspects of pronunciation, 
fluency, grammar and logic, the scores were normalized as 
follows:

{ }
{ } { }

max X
 

max X min X
x

x′
−

=
−

 

[1]

where X R Nx∈ ⊂ , X denotes all the scores (of different 
subjects) of a specific indicator of a rubric and N is the 
number of the subjects. For the indicators in the linguistic 
aspects of expression efficiency and semantic, we normalized 
the scores among each rubric as follows:

{ }
{ } { }

min X
 

max X min X
x

x′
−

=
−

 
[2]

CIP dataset

To demonstrate the effectiveness of the CIP and the 
CIP indicators and establish an effective fast screening 
algorithm, a CIP dataset was collected, which included 
about 2,200 audio responses via CIP from 284 children 
(140 boys). Also, the DLD designations of the children 
were provided by a test conducted by experts on children’s 
language acquisition. Furthermore, to check the reliability 
of the evaluation based on CIP, 20 age-balanced children 
were randomly selected to conduct a second test following 
CIP two weeks after their first tests (retest reliability). The 
correlation coefficient of the rates of the two test times was 
calculated, showing high reliability (r>0.9).

Details of the dataset 
The CIP dataset was collected from a kindergarten and 
a private rehabilitation institution for children. All the 
children were aged 2 to 8 years and gave their responses in 
Mandarin the first time for of all the inducing procedures. 
In total, 168 children (82 boys) DLD designations were 
available, with 36 DLDs (17 boys) and 132 non-DLDs. 
Some children’s DLD designation remained unknown, 
as they did not finish the DLD test. Since the CIP covers 
a broad range of difficulty, some failed responses to the 
more difficult procedures occurred. We excluded the failed 
responses from the dataset, and 2,198 responses ultimately 
remained. All the responses were evaluated according 
to the proposed CIP indicators as shown in Table 2.  
Additionally, since automatically learning the SA rating 
without supervision is particularly challenging, we further 
employed professors to rate each response according to the 
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SA performance to provide a rough SA supervision for our 
deep model. The evaluation scales are shown in Table 3.

Evaluation protocol 
For DLD screening evaluation, the subjects with DLD 
designations were randomly split into the training set and 
the test set with 133 and 35 subjects respectively, and the 
distribution of the DLD subjects in the training set and 
the test set were even. For SA evaluation, the responses of 
each inducing procedure in CIP were randomly split into 
a training set and test set in a ratio of 4:1. The training 
set contained 1,756 responses, and the test set contained  
442 responses.

Model for fast screening

For fast DLDs screening, we first trained the deep model 
with the CIP responses’ rating, and then leveraged the 
trained model to extract the audio feature for DLD 
screening. To this end, we first needed to address the 
main challenges in CIP rating; i.e., multi-aspect nature of 
evaluation and the large variance among different responses 
(Var-Resp) caused by various modalities and difficulties of 
the inducing procedure.

For the former challenge (multi-aspect nature of 
evaluation), a two-stream encoder was proposed to evaluate 
the responses from two main aspects: pronunciation and 
content presentation. Specifically, of the two streams, one 
is to extract audio pronunciation feature (pronunciation 
stream), and the other is to extract the feature of audio 
content presentation (content stream). Moreover, we 
additionally learned other auxiliary evaluating tasks rather 

than learn the rating task only to let the model be aware of 
the more evaluative aspects. For the latter challenge (Var-
Resp), since the Var-Resp problem leads to a large variance 
of criteria among the different procedures, the deep model 
cannot be aware of the specific criterion of the evaluating 
response without addressing it. Hence, to help the deep 
model be aware of the specific criterion, an excellent-
comparison architecture was proposed. In the excellent-
comparison architecture, the network evaluates the response 
according to the excellent response (with the highest rating) 
of the same procedure, and the final rating is acquired by 
comparing the evaluating response with the excellent one. 
The overview of the proposed model is shown in Figure 2. 
Additionally, considering that the distribution of the rating 
levels is nonuniform, and the rating range of the response is 
only several contiguous integral points with values of 0, 1, 2, 
3, 4, 5 and 6, we considered the rating task as a classification 
task rather than a regression task to force the network to 
give an integral rating and learn the distribution of the 
rating levels automatically.

Before elaborating the technical details of our model, we 
first give a brief introduction of transformer encoder (47) that 
is adopted in the two-stream encoder and excellent-comparison 
architecture. A brief overview of transformer encoder is shown 
in Figure 3. The transformer architecture mainly includes a 
feed forward layer and a multi-head attention layer. 

Feed forward layer 
Let the input T dI ×∈  (T is the timesteps and d is the 
feature dimension of each timestep), and H = FF (I) denotes 
the feed forward function as follows, 

( ) [ ]( )1 , , TH FF I I W I Wσ= = ⋅⋅⋅
 

[3]

where ( )σ ⋅  denotes activation function such as ( )relu ⋅ , I* 
denotes the feature of timestep { }* 1, ,T∈ ⋅⋅⋅  and d dW ×∈  is 
learnable parameter shared across time-step.

Multi-head attention layer 
Let MHA(H) denotes the multi-head attention function as 
follows,

[4]

( ) ( ) ( )( )
( ) ( )

[ ] ( ) ( ) ( )

1 1 1 1

* * * * * * *

* * * * * *

, , , , , ,

, ,

, , , ,

A
N N N N

T

Q K V

MHA H DPA Q K V DPA Q K V W

DPA Q K V SoftMax Q K V

Q K V HW HW HW

σ

σ σ σ

 = ⋅⋅⋅ 

=

 =  

where ( )σ ⋅  denotes activation function such as ( )relu ⋅ , 
* * *\ \ \A Q K VW W W W  is the learnable parameter of the fully-

connected (FC) layer, N is the number of attention heads, 

Table 3 The scale of the response rating

Score Description

0 No meaningful syllables or intelligible utterances

1 No complete sentences but individual words

2 A few short sentences with deficit in grammar or 
semantics

3 Some dysfluency sentences with intact semantics

4 Successful idea expression with obvious flaws in 
fluency or logic

5 Normal speech with only occasional flaws in 
pronunciation or fluency

6 Fluent, clear, complete, and standard speech
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Figure 3 A brief overview of transformer encoder (47), where “FC” denotes fully-connected layer and “MatMul” denotes matrix multiply. 
To see more technical details, please refer to the work (47).
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Figure 2 The overview of our proposed model for fast screening. The inputs of the model are the evaluating response and the excellent 
response which is from the same procedure. First, the response is encoded by a two-stream encoder to extract the complementary feature 
from pronunciation and speech content for multi-aspect evaluation. Then, the extracted features of the evaluating response and the excellent 
response are fed into a proposed excellent-comparison architecture. This excellent-comparison architecture is used to evaluate the response 
by comparison with the excellent response, by which the network is made more aware of the criterion of the procedure. Finally, the feature 
(after excellent comparison) is fed into a classifier to acquire the rating.

{ }* 1, , N∈ ⋅⋅⋅  denotes the *-th head, and ( )* , ,DPA ⋅ ⋅ ⋅  denotes 
the dot-product attention. More illustration of Eq. [4] are 
shown in Figure 3B,C.

In the following part, we illustrate the technical details of 
the proposed deep framework.

Two stream encoder 
The two-stream encoder is designed to extract a more 
comprehensive representation of an audio from both 
the pronunciation and content. Let T∈X   (T is the total 
timesteps of the audio) be the audio of the response. For 
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pronunciation stream (the top stream shown in Figure 2),  
X is transformed by Short-Term Fourier and is then 
encoded into a pronunciation feature pT d

p
×∈X   (d is the 

feature dimension of each timestep) by a transformer (47).  
For  the  content  s t ream,  X  i s  t r ans formed  in to 
transcription by a pre-trained ASR such as that of 
Zhou et al. (48) and is then encoded into a content 
feature cT d

c
×∈X   by another transformer. Finally, the 

pronunciation feature Xp and the content feature Xc are 
concatenated at the timestep dimension to produce the 
audio encoding ( )p cT T d

a
+ ×∈X  .

Excellent-comparison architecture 
The excellent-comparison architecture is designed to let 
the audio feature be aware of the rating procedures and 
the rating criteria (see Figure 2). Let 

( )ex p cT T d
a

+ ×∈X   be the 
audio encoding (encoded by the two-stream encoder) of the 
excellent response and 

( )eval p cT T d
a

+ ×∈X   be the audio encoding 
(encoded by the two-stream encoder) of the evaluating 
response. Then, before the comparison, the ex

aX  and eval
aX  

are concatenated at the timestep dimension to produce the 
excellent-comparison audio encoding 

( )2 2cmp p cT T d
a

+ ×∈X  ;  
i.e., 

cmp ex eval;a a a =  X X X . Next, cmp
aX  is input into a multi-

head attention layer (47) to evaluate the responses by 
comparison to an excellent response. Finally, to acquire a 
compact feature for efficient computation, we averaged the 
multi-head attention output { ( )cmp

aMHA X , see Eq. [4]} at 
timestep dimension to produce the final feature of the audio 

feat d∈x  . 

Rating as classification 
To force the network to give an integral rating and learn the 

nonuniform distribution of the rating levels automatically, 
we considered the rating as a classified task inspired by 
the fact that neural net classifiers trained with class labels 
can automatically capture similarity among classes (49). 

Specifically, we let 1[ ]N
i iy =  be the ground truth of the rating, 

where N is the total number of the responses. The loss of 
the model is a cross-entropy loss:

( ) ( )cls feat
rate 1 1

1 logN C
i c ii c

L y c
N = =

= − =∑ ∑ w x [5]

where C is the total number of the rating levels, ( )⋅  is the 
indicator function, and cls d

c ∈w   is a vector to project feat
ix  

into the prediction of cth rating level.

Auxiliary learning 
Caused by the fact that the comprehensive evaluation has 
multiple aspects, only learning the rating of the response 
leads to poor results when the supervision from the 
evaluation of other aspects is absent. Hence, the auxiliary 
losses of other tasks were added to the primary task loss. 
The auxiliary tasks are designed to predict other indicators 
(shown in Table 4). The auxiliary losses are the cross-
entroy loss like the primary loss Lrate as shown in Eq. [5]. In 
summary, the loss of the model is as follows:

aux
aux

aux

rate aux aux
1

T
t

t

L L Lλ
=

= + ∑
 

[6]

Where λaux is a hyperparameter to control the preference 
of learning the primary task and auxiliary tasks, Taux is the 
total number of the auxiliary tasks, and aux

tL  is the loss of the 
th
auxt  auxiliary task.

Results

DLD screening experiment

For screening DLDs, we followed the DLD screening 
protocol (see Sec. 2.3). We adopted the gradient boosting 
decision tree model in eXtreme Gradient Boosting 
(XGBoost) (50) to train a DLD screening model, where the 
input features are the CIP indicators or the deep learning 
features. The deep features are extracted from the deep 
model which was only trained under the supervisions 
of the CIP indicators and the responses’ ratings of the 
training subjects in the DLD evaluation protocol. We set 
the parameters in the XGBoost model as lr =0.1, eta =0.05, 
depth =5, and the other parameters remained at default 
value in the XGBoost library.

Table 4 The top-5 important CIP indicators

Indicator
Linguistic aspect

Importance
Pro Flu Gra Sem

Semantic √ 13.2%

Initial 
consonant

√ 11.0%

Redundant 
articles

√ 11.0%

Content 
restatement

√ 10.8%

Grammar √ 9.5%

CIP, comprehensive inducing procedure; Pro, pronunciation; Flu, 
fluency; Gra, grammar; Sem, semantic.
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DLD screening performance 
The performance is shown in Figure 4. “Proenca et al. (6)” 
denotes the input of the XGBoost model is the indicators 
(after normalized) proposed by Proenca et al. (6). “Our 
CIP indicators” (which is professional-reliant) denotes the 
input is the mean CIP indicators (after normalized) of all 
rubrics. “Our fast screening model” denotes the input is 
the mean of audio features (extracted from the deep model) 
of all rubrics’ response. Also, we appended the additional 
age of the subject as the models’ input since age plays a 
core role in DLD screening. Clearly, our performance 
on DLD screening is better than the “Proenca et al. (6)”, 
since we considered comprehensive linguistic aspects when 
screening while the “Proenca et al. (6)” did not. Although 
only speech is available for DLD screening, our model 
achieved a relatively high verification accuracy, which 
implies that screening DLDs via SA is feasible, and our 

proposed CIP indicators and fast screening model are 
effective. Furthermore, the automated model (fast screening 
model) achieved comparative performance with the 
professional-reliant model (CIP indicators), indicating that 
our automated DLD screening framework is as effective as 
a professional evaluator.

Importance of the CIP indicators for the screening of 
DLDs 
To explore the importance of different CIP indicators of 
SA evaluation for DLDs screening, we considered the 
indicator appearance count (after being normalized) in the 
tree node as the importance. The top-5 important CIP 
indicators are shown in Table 4. The table illustrates the 
fact that for screening DLDs, comprehensive linguistic 
aspects should be considered since the comparative 
top-5 important CIP indicators come from different 
linguistic aspects. Additionally, we show the importance 
of different linguistic aspects in Table 5 by accumulating 
the importance of the CIP indicators of each aspect; this 
also demonstrates the necessity of comprehensive SA 
evaluation for DLD screening. Additionally, we also found 
that age plays a core role in DLD screening, with an 
importance of 12.0%.

SA performance of the DLDs subjects
To further illustrate the necessity of comprehensive SA 
evaluation, we analyzed the SA performance from six 
linguistic aspects of some DLD subjects (see Figure 5). 
The symptoms of DLDs subjects were various, and the 
variance of the performance on some linguistic aspects (e.g., 
semantic) was large, which implies that screening from a 
single (or few) linguistic aspects is infeasible.

The SA evaluation performance of the deep model

In this subsection, we illustrate that our proposed deep 
model achieved state-of-the-art performance on the CIP 
response’s ratings, which is the reason that our fast model 
could also perform remarkably well on DLD screening. 
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Figure 4 The ROC curve of CIP indicators and the fast model for 
DLD screening. The “auc” is the area under curve (the larger the 
better). The “acc” is the verification accuracy. The relatively high 
verification accuracy indicates that our DLD screening framework 
(via SA evaluation) was effective and outperformed the “Proenca  
et al. (6)”. The comparative performance between the CIP 
indicators and the fast screening model implies that our proposed 
fast screening model was as effective as professional evaluation. 
CIP, comprehensive inducing procedure; DLD, developmental 
language disorder; SA, speech ability.

Table 5 The importance of different linguistic aspects for screening DLDs 

Low level Medium level High level

Pronunciation Efficiency Fluency Grammar Semantic Logic

23.7% 17.3% 27.6% 9.5% 13.2% 1.5%

Note: “Efficiency” is “Expression Efficiency”. DLD, developmental language disorder.
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For SA evaluation, we followed the SA evaluation protocol 
(see Sec. 2.3). Except where noted, we set λaux =0.1, and the 
auxiliary tasks were learning all the CIP indicators provided 
by the CIP dataset. A dropout layer (51) with a 0.5 dropout 
rate was adopted to avoid overfitting, and the Adam 
optimizer (52) was adopted with the learning-rate =1e-4 and 
batch-size =8.

Comparison with the state-of-the-art 
To show that a deep model specifically designed for the CIP 
procedure is necessary, we compared our model with the 

state-of-the-art algorithms. The results are shown in Table 6.  
“MLP” denotes that the sophisticated features from 
one proposal (6) are adopted to train a multilayer  
perceptron (53). “L Chen” denotes that we reproduced the 
bi-directional LSTM (31,32) model with attention (29). 
Our method achieved the best accuracy, 76.1%, on the CIP 
response’s rating. Compared with the conventional models 
(“MLP”), the evaluation of our deep model is better since 
our deep model can learn a high-level feature automatically 
while the conventional models cannot. Compared with 
the deep model (“L Chen”), the evaluation performance of 
our model was superior, and outperformed the “L Chen” 
with 3.9% at the top-1 accuracy. This performance can 
be attributed to our model being specifically designed for 
CIP procedures, addressing the multi-aspect and Var-Resp 
problem. 

Effect of the two-stream architecture 
We evaluated the single-stream architecture without the 
excellent-comparison architecture, and the results at top-1  
accuracy are shown in Table 7. “Two-stream” achieves the 
best performance, which implies that the pronunciation 
stream and the content stream are complementary, and 
more information on the responses can be extracted by the 
two-stream architecture.

Effect of the excellent-comparison architecture 
As shown in Table 8, we evaluated our model without 
the excellent-comparison architecture (“w/o Excellent-
Compari son”)  and with the excel lent-comparison 
architecture (“w/ Excellent-Comparison”). Under the setting 
of “w/o Excellent-Comparison,” a multi-head attention was 
also adopted to fuse the pronunciation features and content 
features. “w/ Excellent-Comparison” achieved a higher top-1 
accuracy with a 1.5% improvement compared with the “w/
o Excellent-Comparison”, which probably implies that, with 
the cue of the excellent response, the network evaluates the 
response better by comparing the evaluation response with 
the excellent response to alleviate the large variances of CIP.

Effect of the classification 
To show the effectiveness of the classification loss for the 
CIP rating task, we also adopted a mean square error loss. 
The results are shown in Table 9. “Mse regression” denotes 
that the losses of the rating task and the auxiliary tasks 
are the mean square error. Since the network was forced 
to give an integral rating, the network achieved a better 
classification performance.

Grammar

Semantic

Logic

Fluency

Expression Efficiency

Pronunciation

Figure 5 The SA performance of different DLD subjects. 
Different colors denote different subjects. DLD, developmental 
language disorder; SA, speech ability.

Table 6 The comparison with the state of the art

Methods MLP (30) L Chen (6) Ours

Top-1 acc 70.8% 72.2% 76.1%

Note: “Top-1 acc” denotes the top-1 accuracy of all the 
responses rating.

Table 7 The effect of the two-stream architecture

Methods Pronunciation stream Content stream Two-stream

Top-1 acc 71.2% 73.7% 74.4%

Table 8 The effect of the excellent-comparison architecture

Methods w/o Excellent-comparison w/ Excellent-comparison

Top-1 acc 74.6% 76.1%
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Effect of the auxiliary learning
To show the effect of λaux in the auxiliary learning, we 
evaluated the model with different λaux. As shown in Table 10,  
the top-1 accuracy of λaux =0.01 or 0.1 is higher than the 
top-1 accuracy of λaux =0, which implies that the auxiliary 
learning of other evaluating tasks helps the model to be 
aware of more evaluating aspects. However, when λaux 
becomes larger (λaux =1 and 10), since the network prefers 
to learn the auxiliary tasks than the primary rating task, the 
performance is hampered.

Conclusions

In this paper, the fast screening of children’s DLDs via 
comprehensive SA evaluation was discussed. A novel CIP, 
a benchmark CIP dataset, and a novel deep framework 
specifically designed for CIP evaluation were proposed 
to address the novel problem. The extensive experiments 
showed that (I) the proposed CIP indicators and the 
proposed fast screening model are effective for DLD 
screening; (II) for screening DLDs via SA evaluation, 
comprehensive linguistics aspects should be considered, 
especially the features of pronunciation, fluency, and 
expression efficiency. Finally, (III) two-stream architecture 
and the excellent-comparison architecture are beneficial to 
the automated CIP responses’ rating.
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