
Page 1 of 12

© Annals of Translational Medicine. All rights reserved.   Ann Transl Med 2020;8(18):1126 | http://dx.doi.org/10.21037/atm-20-4461

DeepLN: an artificial intelligence-based automated system for 
lung cancer screening

Jixiang Guo1, Chengdi Wang2, Xiuyuan Xu1, Jun Shao2, Lan Yang2, Yuncui Gan2, Zhang Yi1, Weimin Li2

1Machine Intelligence Laboratory, College of Computer Science, Sichuan University, Chengdu, China; 2Department of Respiratory and Critical 

Care Medicine, West China School/West China Hospital, Sichuan University, Chengdu, China

Contributions: (I) Conception and design: All authors; (II) Administrative support: Z Yi, W Li; (III) Provision of study materials or patients: C Wang, 

L Yang; (IV) Collection and assembly of data: J Shao, Y Gan; (V) Data analysis and interpretation: J Guo, X Xu; (VI) Manuscript writing: All authors; 

(VII) Final approval of manuscript: All authors.

Correspondence to: Zhang Yi, PhD. Machine Intelligence Laboratory, College of Computer Science, Sichuan University, Chengdu, China. Email: 

zhangyi@scu.edu.cn; Weimin Li, PhD. Department of Respiratory and Critical Care Medicine, West China School/West China Hospital, Sichuan 

University, Chengdu, China. Email: weimi003@scu.edu.cn.

Background: Lung cancer causes more deaths worldwide than any other cancer. For early-stage patients, 
low-dose computed tomography (LDCT) of the chest is considered to be an effective screening measure 
for reducing the risk of mortality. The accuracy and efficiency of cancer screening would be enhanced by an 
intelligent and automated system that meets or surpasses the diagnostic capabilities of human experts.
Methods: Based on the artificial intelligence (AI) technique, i.e., deep neural network (DNN), we designed 
a framework for lung cancer screening. First, a semi-automated annotation strategy was used to label the 
images for training. Then, the DNN-based models for the detection of lung nodules (LNs) and benign or 
malignancy classification were proposed to identify lung cancer from LDCT images. Finally, the constructed 
DNN-based LN detection and identification system was named as DeepLN and confirmed using a large-
scale dataset.
Results: A dataset of multi-resolution LDCT images was constructed and annotated by a multidisciplinary 
group and used to train and evaluate the proposed models. The sensitivity of LN detection was 96.5% and 
89.6% in a thin section subset [the free-response receiver operating characteristic (FROC) is 0.716] and a 
thick section subset (the FROC is 0.699), respectively. With an accuracy of 92.46%±0.20%, a specificity of 
95.93%±0.47%, and a precision of 90.46%±0.93%, an ensemble result of benign or malignancy identification 
demonstrated a very good performance. Three retrospective clinical comparisons of the DeepLN system 
with human experts showed a high detection accuracy of 99.02%. 
Conclusions: In this study, we presented an AI-based system with the potential to improve the 
performance and work efficiency of radiologists in lung cancer screening. The effectiveness of the proposed 
system was verified through retrospective clinical evaluation. Thus, the future application of this system is 
expected to help patients and society.
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Introduction

Lung cancer is responsible for more deaths worldwide than 
any other cancer (1). In 2018 alone, 2.1 million people were 
newly diagnosed with lung cancer, and 1.8 million people 
died from the disease. In the next few decades, it is expected 
that the incidence of lung cancer in China will rise, owing 
to the high rate of smoking in the population (1). At only 
18%, the 5-year survival rate of lung cancer is low (2), which 
can mainly be explained by most patients already having 
advanced-stage disease at the time they are first diagnosed. 
Fortunately, by expanding standard screening programs, 
lung cancer may be diagnosed at an earlier stage, which 
has been evidenced by decreases in disease mortality in 
both the United States and Japan (2). Low-dose computed 
tomography (LDCT) of the chest is considered to be the 
primary method for lung cancer screening, especially for 
patients who have an elevated risk of lung cancer (2,3). By 
the effective evaluation and follow-up of lung nodules (LNs) 
found on LDCT images during screening (2,3), the persons 
can obtain timely diagnostic suggestions. Thus, the accurate 
detection of LNs and identification of the probability of 
malignancy based on LDCT images hold significant value 
in the early diagnosis of lung cancer and may improve the 
survival of lung cancer patients.

In the last two decades, many computer-aided detection 
(CAD) techniques for the automated detection of LNs have 
been presented and shown to improve the work efficiency 
and performance of radiologists (4). Generally, these 
methods were based on hand-crafted features and classifiers 
derived from traditional machine learning techniques. 
However, hand-crafted features still rely on human 
interpretation of medical images and so their accuracy 
varies widely. Recently, deep neural networks (DNNs), a 
popular artificial intelligence (AI) algorithm, have equaled 
or outperformed human experts in several medical image 
analysis tasks, such as the detection of diabetic retinopathy 
(5,6), breast cancer diagnosis (7,8), electrocardiogram 
(ECG) data analysis (9), and other tasks (10,11). In 2016, 
the LUNA16 challenge (12), which called for algorithms 
to detect LNs in a dataset of 888 computed tomography 
(CT) images with annotation from four radiologists, the 
method with the best performance applied a convolutional 
neural network (CNN) model. Inspired by the promising 
performance of CNNs, an increasing number of DNNs 
have been applied to detect LNs in CT images, including 
a region-based CNN (R-CNN) (13), a spatial pyramid 
pooling (SPP) network (14), a fast R-CNN (15), and a 

faster R-CNN (a region proposal network, RPN) (16). 
Setio et al. (17) presented a CAD system for LN detection 
by using a multi-view CNN. Dou et al. developed a three-
dimensional (3D) CNN (ConvNets) (18) to automatically 
detect  LNs on CT scans by f irst  training a ful ly 
convolutional network (FCN) to screen LN candidates, 
then designing a hybrid-loss residual network to lower 
the false positive rate. In a later report, they presented a 
3D CNN framework formed through the integration of 
multilevel contextual information to further reduce the 
rate of false positives and to accurately discriminate true 
LNs (19). Ding et al. (20) adopted the faster R-CNN (16) 
for LN candidate discrimination and reduced the rate of 
false positives using a 3D CNN. These presented models 
(17-20) were evaluated on the LUNA16 dataset (12,21) 
and showed good performances. Xu et al. (22) proposed a 
novel non-maximum suppression-based ensemble strategy 
to synthesize the results from multiple neural network 
models on a multiresolution LDCT image dataset. The 
LN detection result was considered acceptable.

Another key component of lung cancer screening is 
evaluating the risk of malignant LNs. The challenge 
of distinguishing malignant LNs from benign LNs has 
drawn attention from many researchers. Han et al. (23) 
used a support vector machine classifier to differentiate 
between malignant LNs and benign LNs based on three 
texture-related features. Shen et al. (24) proposed a multi-
crop CNN model to classify the risk of LN malignancy as 
high- or low-suspicion nodules. Liu et al. (25) proposed a 
multi-task deep learning model for score grading and LN 
classification. Xie et al. proposed a series of methods (26-29)  
for identifying benign and malignant LNs on chest CT 
images and validated these methods on the Lung Image 
Database Consortium image collection (LIDC-IDRI) (21). 
In their latest work (29), to address the issue of limited 
training data, a semi-supervised adversarial classification 
model was proposed for classifying LN malignancy. To 
predict the malignancy of LNs, Liao et al. adopted a 3D 
deep leaky noisy-or network, and the developed model 
exhibited a high area under the receiver operator curve 
(AUC) (30). 

The majority of these earlier studies focused on either 
detecting or classifying LNs. According to the latest review 
of pulmonary medical imaging (31), which covers most of the 
methods of LN detection, classification, and segmentation 
and the available public datasets, only one study has resulted 
in a comprehensive lung cancer screening system through 
which clinical decisions can be made based on LDCT 
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Figure 1 The proposed framework for lung cancer screening.

images directly. In this study (32), Ardila et al. proposed an 
end-to-end method with two CNN models that detected 
the cancer candidate region in a CT volume and then 
output the case-level lung cancer malignancy scores. 
However, their system did not detect LNs but instead 
focused on detecting suspicious regions of interest (i.e., the 
cancer candidate regions) to assign a case-level malignancy 
score. However, it is necessary to detect all suspicious LNs, 
because the clinical course of treatment is determined based 
on the findings from LDCT images captured at the initial 
and follow-up screenings. Furthermore, the characteristics 
of LN, such as the size (including the largest LN diameter 
and volume), density, the involved lung lobe (33,34) are also 
important radiologic factors for clinical decision-making. 
Thus, a comprehensive lung cancer identification system is 

needed for lung cancer screening with LDCT.
In this paper, we propose a complete framework based 

on the DNNs (as shown in Figure 1), including an accurate 
and convenient annotation tool, two DNN-based models 
for LN detection, and malignancy classification, and an 
automated lung cancer screening system. First, a semi-
automatic annotation strategy was presented to collect 
LDCT images and generate training labels of LNs 
and the degree of malignancy based on the confirmed 
pathological reports. Then, the DNN-based LN detector 
and malignancy classifier were proposed and trained on 
the self-constructed dataset to detect all suspicious LNs 
from chest LDCT images and identify them as benign or 
malignant LNs. The core properties of LNs, including the 
largest diameter and volume, were also calculated to supply 
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more information to radiologists. The proposed models 
were integrated into a system referred to as DeepLN, 
which was developed by using Qt and the Microsoft Visual 
Studio platform. The DeepLN system can be easily set up 
on a computer and connected to a picture archiving and 
communication system (PACS) to automatically obtain 
LDCT images and rapidly return the diagnostic results. 
This developed system was retrospectively evaluated on 
several datasets to validate its performance.

Methods

As shown in Figure 1, the proposed framework comprises 
three main modules: the semi-automatic annotation 
module, the automated LN detection module, and the 
malignancy classification module. The first module was 
designed to collect LDCT images and to obtain the 
training labels for the other two modules. Next, as shown in 
Figure 1, two DNN models were designed: one for the LN 
detection module to accurately detect all of the suspicious 
LNs located in the lung region and output the 3D positions 
within the volumetric LDCT images and the LN size, and 
another for the malignancy identification module to classify 
the LNs as benign or malignant LN to yield a diagnostic 
result.

The second and third modules were integrated into 
the DeepLN system to output diagnostic results from 
the images automatically and accurately. The following 
subsections describe the three modules and the developed 
system in detail.

Image labelling

While deep learning algorithms have achieved much 
success in many medical applications, a large number of 
labeled images were needed as training data, which may 
not be available for most medical applications. In AI-
based studies, medical image annotation is one of the most 
crucially important steps. A web-based LN-annotation 
tool named DeepLNAnno was proposed in our earlier 
study (35) to annotate LN regions to ease an automated 
LN detection. The tool is easy to use, when the annotators 
find a LN on the CT images, they only need use the mouse 
to draw a rectangle around it, the location and size of the 
corresponding rectangle will be recorded as the label for 
LN detection task. In addition, in this study, this tool was 
extended through the addition of a function to annotate 
benign and malignant LNs, in this way the labels for 

LN identification task can be obtained. The CT images 
in this study were collected from patients who admitted 
to the collaborated hospital or are at follow-up. For the 
patients who have been treated, the screening images 
before treatment were included. In addition, to confirm 
the accuracy of the benign/malignancy annotation for each 
LN, the pathology reports obtained from the pathology 
department were used as the annotating reference. 

The annotation was carried out in collaboration with 
a medical group including PhD. candidates, resident 
physicians, attending physicians, and chief physicians 
from the departments of respiratory, radiology, and 
thoracic surgery from West China Hospital of Sichuan 
University (a Grade-III hospital in China). A three-tier 
annotation procedure was constructed: the first round 
of annotations was provided by the PhD. candidates and 
resident physicians; next, the attending physicians (each of 
whom had at least five years of clinical experience) reviewed 
the results to correct the incorrectly identified LNs and 
supplement the LNs that had been missed; and finally, the 
final review was performed by chief physicians with at least 
five years of medical experience. This procedure ensured 
the accuracy of the labels, although its labor-intensive 
nature and the significant human effort it demands could 
prove expensive. 

Following the human annotation of images from 500 
patients, a semi-automated procedure was also designed, by 
training a 3D CNN model on this manually annotated data. 
The model was then applied to the newly collected data 
to identify reference LNs in the first round of annotation. 
Through this, the semi-automated function would 
improve the annotation efficiency by aiding the subsequent 
annotation work and reducing the rate of missed LNs in the 
first round of annotation.

LN detection

In the LN detection module, the lung region was initially 
segmented into a series of binary images through the 
application of a traditional thresholding method. These 
images were then used as masks to segment lung regions 
from corresponding volumetric LDCT images as the 
input, I, to the detection model. The output was a four-
element vector, [x, y, z, d], in which x, y, and z represent 
the coordinates of the center of an LN in the 3D 
volumetric LDCT images and d represents the largest 
diameter of the LN. The 3D detection network model 
was constructed based on the RPN (16) and residual 
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networks (36), as shown in Figure 1 (top right). The 
network backbone starts with 2 convolutional layers 
with a 3×3×3 kernel size (i.e., P1 in Figure 1), followed 
by 6 residual blocks, Ri (i = 1…6) and an RPN. The 
max-pooling (MP) operation was applied to halve the 
spatial size of the feature map before inputting into 
the four residual blocks. The first four residual blocks 
contained two convolutional layers, followed by a 
batch-normalization layer and a ReLU activation layer. 
Then, the spatial size of the feature maps was doubled 
by applying a deconvolution operation before the final 
two residual blocks. Furthermore, feature maps with 
the same spatial size were combined for LN detection 
(i.e., the feature maps R2 and R6 and those of R3 and R5). 
As shown in Figure 1, four combination strategies were 
designed to improve the detection results: concatenation, 
c o n c a t e n a t i o n  w i t h  C o n v 1 × 1 × 1 ,  e l e m e n t - w i s e 
addition, and element-wise addition with Conv1×1×1.  
The feature maps were also doubled in size before 
combination to make sure that the number of feature 
maps could be maintained by element-wise addition. After 
the combination step, the LNs were detected by inputting 
the feature map into the RPN. The end-to-end detector 
comprised a total of 22 layers, including convolutional 
layers, pooling layers, and a region proposal layer. The 
output of the RPN was a five-element vector [pi, xi, yi, 
zi, di], in which pi denotes the probability of a candidate 
LN, (xi, yi, zi) are the center coordinates and di is the  
diameter.

Malignancy identification

The detected LNs were  then transferred to  the 
identification module to obtain the malignancy risk 
diagnosis. The architecture of the neural network model 
for malignancy identification is shown in Figure 1 (bottom 
right). To improve the training efficiency and confirm the 
experimental accuracy, three identification models with 
the same network structure and different input sizes were 
constructed. The LNs detected were cropped from raw 
LDCT images, and 3D volumes of 32×32×32, 48×48×48, 
and 64×64×64 voxels around or near the LN center 
were preprocessed and saved to train three identification 
models, respectively. The results obtained from the three 
models were later combined to obtain a final ensemble 
result for malignancy evaluation. The construction of the 
identification model started with a convolutional layer and a 
MP layer. Next, the extracted features were passed through 

four residual blocks, with a second MP layer added after the 
first three residual blocks. The features extracted from the 
last residual block were flattened into a feature vector by a 
global average pooling layer. Finally, a fully connected layer 
and an output layer completed the model. Thus, this was 
a light model with a total of 10 layers. Data augmentation 
operations of flipping and translation were employed to 
increase the sample diversity to train the model effectively 
on the limited dataset. The weighted cross-entropy loss 
(CEL) function was applied to counter the problem posed 
by imbalanced category distribution.

The DeepLN system

As shown in Figure 2, an interactive system with a visual 
graphical user interface (GUI) was constructed to aid the 
radiologists in lung cancer screening. The two proposed 
DNN-based models were then integrated into the system, 
which included two panels and four viewers to display the 
LDCT images (an axial slice viewer, a sagittal slice viewer, 
a coronal slice viewer, and a 3D viewer). The system was 
integrated with the PACS in West China Hospital to 
automatically obtain the LDCT data of the patients who 
were examined. The former LDCT images could also 
be downloaded automatically when the system was first 
installed. In this way, all the data could be visualized by 
the doctor for further analysis during follow-up visits. As 
shown in Figure 3, an interface was designed to visualize 
the LDCT images collected at various times. The obtained 
data was displayed in the patient list panel (Figure 2). The 
obtained LDCT images were sequentially input into the 
detection and identification models, and the results were 
shown in the result panel, including the LN index, slice 
index of the image in the LDCT dataset (on which LN has 
the largest diameter), and the estimated volume, diameter, 
involved lung lobe, malignancy risk, density, and other 
characteristics of the detected LN. These details could 
offer significant value in aiding the radiologist in making a 
follow-up program or a treatment plan.

Results

Datasets

The data used in this study were collected from West 
China Hospital, Sichuan University, China. All CT 
screening images were collected from patients who were 
either diagnosed with lung cancer or during follow-up of 
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Figure 3 Comparable visualization of LDCT images which were collected at different screening times. LDCT, low-dose computed 
tomography.

Figure 2 The main interface of the constructed DeepLN system.
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LNs. As a result, some patients had more than one set of 
LDCT images available and included in the dataset. For 
patients who had been diagnosed with lung cancer, only 
the LDCT images acquired before the treatment were 
included. Furthermore, guidelines were provided during 
the annotation to obtain a high-quality dataset and ensure 
uniformity among the radiologists. In essence, all nodules 
observed inside the lung region were labeled regardless 
of size (i.e., even those with diameters less than 5 mm, 
for which annual LDCT screening is indicated (2,3) to 
ensure follow-up for benign LNs such as inflammatory or 
calcified LNs. LNs in the pleura were disregarded. Cases 
in which too many LNs were present to allow for accurate 
annotation were removed from the study. Finally, a dataset 
consisting of 1,590 LNs in 579 case sets of images from 
306 patients was constructed and annotated, as summarized 
in Table 1. Denoted as dataset-D, this dataset included 
images captured with different thick sections. In general, 
if a patient has a high risk of lung cancer, thin-section 
scans are required, while thick-section LDCT scans with 
lower radiation are used for initial screening as the cancer 
risk associated with radiation cannot be neglected (37). As 
shown in Table 1, CT images with 1.5 mm- and 5 mm-thick 
sections were collected and denoted as the thin subset and 
thick subset, respectively.

The labeled LNs were further annotated as either 
benign or malignant. Although several diagnostic tests are 
commonly used to determine malignancy risk in CT-screen-
detected LNs in clinical practice (33), surgical excisional 
biopsies are the gold-standard for establishing a definitive 
diagnosis. Thus, in this study, the annotation of malignancy 
classification was verified based on the pathology results 
from surgical biopsies. In this study, pathologic results were 

available for 549 of the study cases. As shown in Table 2, 
a total of 766 LNs were annotated, including 567 benign 
LNs and 199 malignant LNs; this dataset was denoted as 
dataset-I.

Lung cancer detection performance

The training and testing of both models for lung cancer 
identification were conducted on a workstation with an 
Ubuntu server 14.04 system and four 24 GB NVIDIA Titan 
RTX cards. The designed models were implemented using 
PyTorch-v1.0.1 and Python37.

The LN detection model was trained by using stochastic 
gradient descent (SGD) with a first learning rate of 0.01 and 
a momentum of 0.9. 3D volumetric patches were cropped 
from the CT images and input into the model; the input size 
was empirically (22) set as 128×128×128, and concatenation 
was employed as a combination method. In this study, two 
subsets with different section thicknesses were included in 
the dataset. Instead of simple resampling, each detection 
model was trained on each subset separately to obtain better 
performance. Dataset-D was split into two subsets for the 
detection task: the training set comprised 80% of the cases, 
and the testing set comprised the remaining 20%. The 
training set included 294 cases from the thick subset and 
169 cases from the thin subset, while the testing set included 
73 cases from the thick subset and 43 cases from the thin 
subset. The model performance in the detection task was 
evaluated using two commonly used metrics: the sensitivity, 
which represents the true positive rate (TPR), and the free-
response receiver operating characteristic (FROC), which 
is a measure of the false-positive (FP) reduction and can 
further validate the sensitivity of the model. The TPR was 
defined as TP/(TP + FN), in which TP is the number of 
true positives, and FN is the number of false negatives. The 
average FROC value at 1/8, 1/4, 1/2, 1, 2, 4, 8 false positive 
per scan is calculated.

The experimental results are shown in Table 3. The 
sensitivity of the thin-subset was 96.5% and that of the 
thick-subset was 89.6%, which is comparable to those in 
earlier studies (22). Also, the detected nodules are shown 
in Figure 4. It is demonstrated that the different types of 

Table 1 Summary of the constructed dataset-D for LN detection

Dataset Patients Cases Lung nodules

Thick subset 202 367 1,088

Thin subset 104 212 502

Total 306 579 1,590

LN, lung nodule.

Table 2 Summary of the constructed dataset-I for malignancy identification

Description Study cases Lung nodules Benign nodules Malignant nodules

Number 549 766 567 199
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nodules, such as solid LN, partially solid LN, and ground-
glass nodule, have important clinical values and can be 
effectively detected.

LN malignancy classification performance

The performance of the model in classifying benign and 
malignant LNs was evaluated, and the results are shown in 
Table 4. This study employed the commonly used evaluation 

metrics, including accuracy, sensitivity/recall, specificity, 
precision with a cut-off value of 0.5, AUC, and F1-score. 
The model was trained for 120 epochs, and its parameters 
were saved at the end of each epoch. The batch size during 
the training was 32. The experimental results of the  
10-fold cross-validation are shown in Table 4. The 
experimental  results  demonstrate that  the model 
performance was influenced by the size of the 3D 
volumetric LN cropped from raw CT data, and it is difficult 
to theoretically determine the appropriate input size. The 
results showed that each metric was optimized with either 
the smallest or largest input size. These findings imply that 
the results can be substantially improved by the ensemble 
strategy. Hence, the ensemble strategy proposed in (38) was 
employed to combine the results obtained from the three 
models based on a grid search. As expected, the accuracy in 
the LN malignancy classification reached 92.46%, which is 
considered to represent a satisfactory result in medicine. 

Table 3 Experimental results of LN detection with the developed 
model

Dataset Sensitivity FROC

Thin subset 0.965 0.716

Thick subset 0.896 0.699

LN, lung nodule; FROC, free-response receiver operating 
characteristic.

B

E

C

F

A

D

Figure 4 Visualization of the detected nodules on CT images. (A,B) Solid nodules were detected, (C,D) ground-glass nodules were detected, 
and (E,F) partially solid nodules were detected.
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Table 5 Retrospective comparison of LN detection in data from West China Hospital

Comparison No. Number of studies for comparison Correctly detected cases Incorrectly detected cases Accuracy

1 402 393 9 0.9776

2 883 874 9 0.9898

3 1,051 1,046 5 0.9952

Total 2,336 2,313 23 0.9902

LN, lung nodule.

Table 4 Experimental results of malignancy classification with different input sizes (%)

Input size ACC Recall Specificity Precision AUC F1 score

32×32×32 90.22±0.27 80.41±0.72 94.67±0.28 87.26±0.58 92.94±0.38 83.7±0.47

48×48×48 90.05±0.26 79.92±0.98 94.65±0.39 87.15±0.68 92.78±0.19 83.38±0.32

64×64×64 90.29±0.24 80.12±0.80 94.91±0.28 87.73±0.54 92.81±0.28 83.75±0.43

Ensemble result 92.46±0.20 84.84±0.99 95.93±0.47 90.46±0.93 93.83±0.16 87.56±0.35

ACC, accuracy; AUC, area under the receiver operator curve.

A retrospective comparison with clinical experts

To objectively validate the performance of the proposed 
system further, three retrospective comparisons were 
performed by human clinical experts at West China 
Hospital. The study cases and corresponding medical 
image diagnostic reports were collected, and case-level 
comparisons with the results from the system were 
conducted. The results were compared to verify that all of 
the LNs included in the case report were detected by the 
proposed system (i.e., there were no false negatives). Even if 
only one LN was missed by the model, the entire case was 
designated as a false positive; in other words, the evaluation 
accuracy was obtained at 1 FP/scan. It should also 
be specified that only significant and representative LNs in 
the CT images were presented in the report. This study did 
not perform comparisons of whether all of the LNs were 
identified by the system as well as in the case report.

As shown in Table 5, of the 402 study cases included in 
the first comparison, LNs were missed by the detection 
model in 9 cases; thus, the accuracy was 97.76%. Then, the 
detection model was further refined with the LNs included 
in the medical image diagnostic reports of these 402 cases. 
In the second comparison, of the 883 cases used, LNs 
were missed in 8 cases, which is equivalent to an accuracy 
of 98.98%, exceeding that of the first comparison. With 
further model refinement based on these data, 99.52% 
accuracy was obtained in the third comparison with 1,046 

cases. Upon review by radiologists, it was noted that the 
missed LNs were from cases in which the patients were 
diagnosed with lung squamous carcinoma, which are not 
clinically considered as nodules, or had atelectasis. In total, 
2,336 studies were used for comparison, and the overall 
accuracy was 99.02%. These results are satisfactory, and the 
constructed DeepLN system is gaining acceptance from 
the doctors in West China Hospital. 

Conclusions

As a promising method in AI, deep learning has proven 
success in many fields of medicine. Lung cancer is 
responsible for more deaths than any other cancer 
worldwide, and has a low survival rate. Regular LDCT 
screening can reduce lung cancer mortality by facilitating 
the early detection and diagnosis of LNs. In this study, a 
complete framework for successful lung cancer screening 
was developed through multidisciplinary collaboration 
between pulmonologists, pathologists, radiologists, and 
thoracic surgeons. An effective and easy-to-use system based 
on DNNs was constructed to evaluate LDCT images to 
detect LNs and classify them as benign or malignant. This 
system is expected to better inform the plan for follow-up 
screening or treatment. 

Firstly, an effective annotation strategy was developed 
because deep learning algorithms require a large amount 
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of labeled data for training. Patient LDCT images were 
annotated in batches with the aid of a semi-automated 
annotation tool designed to reduce the annotation workload. 
The annotation was conducted by a multidisciplinary group 
of physicians in a three-tiered approach to ensure the 
correctness of the annotation. Then, a deep convolutional 
neural network model for LN detection was implemented 
to extract and combine the high- and low-level features 
to achieve more exact detection. Then, three light CNN 
models were proposed and combined in an ensemble 
manner to evaluate the malignancy of each LN accurately. 
In this study, the two 3D CNNs were employed as a 
backbone to extract the LN features from LDCT images 
and preserve the LN spatial heterogeneity to obtain 
excellent performance in LN detection and malignancy 
evaluation. Finally, an interactive system, named DeepLN, 
with a user-friendly visual GUI interface was developed 
through the integration of the two DNN models. The 
system can automatically retrieve patients’ LDCT images 
from a PACS and rapidly return the diagnostic results.

Furthermore, several characteristics of detected LNs 
are also displayed intuitively to the user, which can be 
considered alongside the diagnostic results to further inform 
the plan for follow-up or treatment. Finally, the developed 
system was retrospectively evaluated using a large-scale 
dataset collected from West China Hospital. The accuracy 
of the system was extremely satisfactory compared to that 
achieved by human experts.

In future studies, we plan to extend the LN classification 
task of benign versus malignant to multi-class classification 
by classifying the benign nodules to hamartomas, bronchial 
adenomas, papillomas, fibromas and etc. and classifying 
the malignant nodules to small-cell carcinoma, non-small 
cell carcinoma, squamous cell carcinoma, adenocarcinoma 
and etc. The aim is to provide more detailed information 
with significant clinical value to assist lung cancer 
screening. Secondly, a more comprehensive analysis of 
LN characteristics that bear close correlation with the 
risk of malignancy, such as calcification, lobulation, and 
speculation, will also be considered. Finally, we plan to 
collect more training data with accurate labels and to 
further study the DNN, with the aim of improving the 
robustness of the model, and multicenter clinical testing 
will be considered to validate the DeepLN system further.
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