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Background: In the digital era when mHealth has emerged as an important venue for health care, the 
application of computer science, such as machine learning, has proven to be a powerful tool for health care 
in detecting or predicting various medical conditions by providing improved accuracy over conventional 
statistical or expert-based systems. Symptoms are often indicators for abnormal changes in body functioning 
due to illness or side effects from medical treatment. Real-time symptom report refers to the report of 
symptoms that patients are experiencing at the time of reporting. The use of machine learning integrating 
real-time patient-centered symptom report and real-time clinical analytics to develop real-time precision 
prediction may improve early detection of lymphedema and long term clinical decision support for breast 
cancer survivors who face lifelong risk of lymphedema. Lymphedema, which is associated with more than 
20 distressing symptoms, is one of the most distressing and dreaded late adverse effects from breast cancer 
treatment. Currently there is no cure for lymphedema, but early detection can help patients to receive timely 
intervention to effectively manage lymphedema. Because lymphedema can occur immediately after cancer 
surgery or as late as 20 years after surgery, real-time detection of lymphedema using machine learning is 
paramount to achieve timely detection that can reduce the risk of lymphedema progression to chronic or 
severe stages. This study appraised the accuracy, sensitivity, and specificity to detect lymphedema status using 
machine learning algorithms based on real-time symptom report. 
Methods: A web-based study was conducted to collect patients’ real-time report of symptoms using a mHealth 
system. Data regarding demographic and clinical information, lymphedema status, and symptom features were 
collected. A total of 355 patients from 45 states in the US completed the study. Statistical and machine learning 
procedures were performed for data analysis. The performance of five renowned classification algorithms of 
machine learning were compared: Decision Tree of C4.5, Decision Tree of C5.0, gradient boosting model 
(GBM), artificial neural network (ANN), and support vector machine (SVM). Each classification algorithm has 
certain user-definable hyper parameters. Five-fold cross validation was used to optimize these hyper parameters 
and to choose the parameters that led to the highest average cross validation accuracy. 
Results: Using machine leaning procedures comparing different algorithms is feasible. The ANN achieved 
the best performance for detecting lymphedema with accuracy of 93.75%, sensitivity of 95.65%, and 
specificity of 91.03%. 
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Introduction

In the digital era when mHealth has emerged as an 
important venue for health care, the application of machine 
learning has proven to be a powerful tool for health care in 
detecting or predicting various medical conditions. Machine 
learning has also been shown to provide improved accuracy 
over conventional statistical or expert-based systems 
(1,2). Symptoms are often indicators of abnormal changes 
occurring in body functioning or manifestations of side 
effects from cancer treatment (3,4). Real-time symptom 
report refers to the report of symptoms that patients are 
experiencing at the time of reporting. Lymphedema is an 
abnormal accumulation of lymph fluid in the interstitium 
of the affected limb and body areas, which usually occurs 
1 to 5 years or even 20 years after cancer treatment (5-7).  
It is one of the most dreaded late adverse effects from 
breast cancer treatment because of its chronic and incurable 
condition as well as multiple accompanying distressing 
symptoms (8-11). All breast cancer survivors have the risk 
of developing lymphedema at any time for the rest of their 
lives (5-7). Thus, integrating real-time patient-centered 
symptom report and real-time clinical analytics to develop 
real-time precision prediction can improve early detection 
of lymphedema and long term clinical decision support. 

Current  methods  for  de tec t ing  and  a s ses s ing 
lymphedema are cumbersome and not effective in detecting 
early stage lymphedema (12,13). In clinical practice, 
clinicians very often detect or diagnose lymphedema 
based on their observation of swelling (12,13). Very often, 
lymphedema is defined in research studies as increased 
limb girth of 1 to 2-cm or a 100- to 200-mL or 5% to 10% 
increased limb volume change (LVC) in comparing affected 
(or lymphedematous) and unaffected limbs (12,13). Notably, 
when swelling can be observed or measured in terms of limb 
girth or limb volume, lymphedema has typically occurred 

for some time, leading to poor clinical outcomes (14,15). 
Different methods have been used to measure lymphedema, 
such as water displacement, sequential circumference limb 
tape measurement, or infrared perometry (12,13). Several 
limitations are associated with these methods, including 
limited reliability and no published sensitivity and specificity 
for water displacement and time consuming for tape 
measurements (12). Infrared perometry is more reliable, 
but it is costly. Bioelectrical impedance analysis (BIA) has 
shown limited sensitivity by missing 34% of lymphedema 
cases (13). Some research demonstrates the value of 
comparing pre-surgery limb volume to subsequent LVCs 
to detect mild lymphedema (16,17), yet pre-surgery limb 
volume measurement is not a clinical practice worldwide, 
resulting in no available pre-surgery limb volume measures 
for the millions of breast cancer survivors who have a 
lifetime risk for lymphedema. Therefore, developing an 
assessment system that does not require pre-surgery limb 
volume measures, such as using machine learning for real-
time lymphedema detection based on real-time symptom 
report, would benefit all breast cancer survivors. Moreover, 
a web-based assessment tool that can accurately detect 
lymphedema in real-time would enable cost-effective 
patient-specific timely intervention (18). Patients who 
are informed of high risk are naturally more inclined to 
seek treatment and follow an intervention regime more 
rigorously (19-21). 

More than 20 symptom features reported by breast 
cancer survivors have been significantly associated with 
lymphedema; more importantly the symptom features have 
discrete biological mechanisms related to inflammation 
and lymphatic biological mechanism (4,8,10). These 
symptom features include patient-reported arm swelling, 
heaviness, tightness, firmness, pain, aching, soreness, 
tenderness, numbness, stiffness, tingling, burning, limb 

Conclusions: A well-trained ANN classifier using real-time symptom report can provide highly accurate 
detection of lymphedema. Such detection accuracy is significantly higher than that achievable by current and 
often used clinical methods such as bio-impedance analysis. Use of a well-trained classification algorithm to 
detect lymphedema based on symptom features is a highly promising tool that may improve lymphedema 
outcomes.
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fatigue, limb weakness, seroma formation, breast swelling, 
chest wall swelling, limb hotness, blistering, as well as 
impaired limb mobility in the shoulder, arm, elbow, wrist, 
and fingers (4,8,10). The greater the number of symptoms 
reported, the greater the limb volume increase (4,22,23). 
Lymphedema symptoms may indicate a critical stage of 
lymphedema where lymphedema is present but changes in 
limb volume or limb girth cannot be detected by objective  
measures (6,7,22,23). 

We (8) and other researchers (10) have demonstrated 
that it is feasible, reliable, and valid to detect lymphedema 
status using symptom report (8,10). Despite its clear value 
in detecting lymphedema, the use of real-time symptom 
report is still limited. This is due in part to the limitations 
of using conventional statistical methods to identify latent 
relationships between lymphedema and relevant symptoms. 
Machine learning is a data-driven approach to learn the 
association between various observable features and the 
class label from training data (1,2,24-28). Machine learning 
performs high level computing to design and program 
explicit algorithms which is not feasible when using a 
conventional statistical approach. Machine learning is able 
to construct algorithms that can continue improving the 
prediction and generate automated knowledge through 
data-driven predictions or decisions with incoming 
data. Machine learning is particularly beneficial when 
there are many relevant features and these features are 
not independent, which is the case for the lymphedema 
symptom features (24-28). Effective machine learning tools 
can discover the latent relationship(s) between lymphedema 
and its relevant symptom features, which is difficult to 
identify using conventional statistical approach. As a part 
of a larger research project that evaluated the feasibility, 
reliability, and validity of real-time lymphedema symptom 
report using a well-established mHealth system (18), this 
sub-study appraised the accuracy, sensitivity, and specificity 
using machine learning algorithms to detect lymphedema 
status based on real-time symptom report. 

Methods

Ethical consideration

The approval of the study (HS#10-0251) was obtained from 
the institutional review board of a metropolitan university 
in New York City, US. Confidentiality was protected 
by anonymous data collection without collecting any 
information that might identify the participants. 

Study design

A web-based and cross-sectional study was designed 
to enabled patients’ real-time symptom report, that is, 
symptoms reported by patients at the time of reporting 
using a well-established mHealth system, The-Optimal-
Lymph-Flow (TOLF) (18). TOLF is a unique patient-
centered mHealth system to promote precision symptom 
assessment  among breast  cancer  surv ivors .  This 
mHealth system utilizes research-driven evidence-based 
measurement tools to assess symptoms, individual personal 
and clinical characteristics, quality of life, as well as self-
care strategies. The TOLF system can be downloaded to 
laptops, electronic tablets (e.g., iPad™), or smart phones. 
The TOLF system is easy to use even for patients with 
minimal technical computer skills because the system 
only requires scrolling up and down and clicking on icons 
denoting specific questions or symptoms. 

Participants 

We recruited breast cancer survivors who met the following 
inclusion criteria: (I) older than 21 years of age; (II) had 
surgical treatment of lumpectomy or mastectomy as well as 
lymph node procedures either sentinel lymph node biopsy 
(SLNB) or axillary lymph node dissection (ALND); and (III) 
being diagnosed with or treated for lymphedema. Breast 
cancer survivors were excluded if they (I) had no surgical 
treatment for breast cancer (22,23); (II) had the occurrence 
of tumor metastasis; and (III) hereditary lymphedema. 

Recruitment 

Detailed description of recruitment and data collection 
procedures can be found in our prior publication regarding 
feasibility, reliability, and validity of real-time lymphedema 
symptom report using the TOLF system (18). Briefly, 
we recruited participants through StepUp-SpeakOut.
org, a virtual community for breast cancer survivors. We 
sent a study invitation to members of StepUp-SpeakOut.
org through an electronic newsletter and posted the study 
invitation on the organization’s website. Participants were 
informed of voluntary and anonymous participation. 
Participants’ submission of their complete study data 
represented their consent to the study. We had 417 women 
accessed the study, only 355 women provided complete 
study data. Data from these 355 patients were used for data 
analysis. 
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Data collection and instruments

Data were collected electronically using the following 
electronic instruments hosted in the TOLF system.

Demographic and medical information
We collected demographic information of age, ethnicity, 
education, marital status, employment status, weight and 
height. We also collected clinical information of diagnosis 
and location of breast cancer, diagnosis and location of 
lymphedema, chemotherapy, radiation, and treatment 
complications.

Lymphedema status
Self-reported lymphedema status was verified by the 
participants’ responses to following questions: (I) “Did 
you have surgery for breast cancer?” (II) “Have you been 
diagnosed with or treated for lymphedema after breast 
cancer treatment?” (III) “If yes, when were you diagnosed 
with or treated for lymphedema after breast cancer 
treatment?” (IV) “What following self-care actions you use 
daily to manage your lymphedema?” Participants had to 
have affirmative answers to the questions to be classified in 
the lymphedema group. Participants, who provided negative 
answers to any of the above questions, would be classified in 
the non-lymphedema group.

Breast cancer and lymphedema symptom experience index 
(BCLE-SEI)

BCLE-SEI is a reliable and valid self-report instrument that 
measures the presence of 26 lymphedema symptom features. 
The symptom features include swelling in the affected 
body side (i.e., arm, hand, breast, and chest wall), heaviness, 
firmness, tightness, stiffness, pain/aching/soreness, 
numbness, tenderness, stiffness, redness, blistering, 
burning, stabbing, tingling (pins and needles), fibrosis (skin 
toughness or thickness), seroma formation (i.e., pocket of 
fluid formed), hotness or increased limb temperature, limb 
fatigue, limb weakness, impaired mobility in the affected 
body side (i.e., shoulder, arm, elbow, and wrist/fingers). We 
used a response frame of “now” for all participants to ensure 
the real-time presence of symptoms. The electronic version 
for the occurrence of symptom features demonstrated a 
high internal consistency (a Cronbach’s alpha coefficient 
=0.959) and high discriminant validity (z = −6.938,  
P<0.000) (18). 

Data management 

As with any web-based study, the need of human intervention 
when dealing with electronic data is imperative. To ensure 
data quality, we used the human-in-the-loop (HITL) 
method to verify data accuracy and ensure minimum data 
errors (29). Data management strategies were reported in 
our prior publication (18).

Statistical data analysis

We used SPSS version 20.0 (Chicago, IL, USA) for 
statistical tests at the 0.05 significance level (2-sided) 
and 95% confidence intervals (CI). We used descriptive 
statistical tests for the participants’ characteristics. We 
compared the participants with and without lymphedema 
in terms of demographic and clinical characteristics. We 
used Chi-Squared tests for contingency tables and one-way 
analysis of variance for continuous variables. 

Machine learning 

Since significant associations were found between symptom 
features and lymphedema status in this and prior research 
(8,10,18), we tried to develop machine learning algorithms 
that can classify a patient into either lymphedema or non-
lymphedema class based on the 26 symptom features. We 
used the self-reported lymphedema status as the ground 
truth for the patient class. We defined “accuracy” as the 
percentage of patients who are correctly classified to have 
true lymphedema cases or non-lymphedema cases among 
all patients in the validation dataset. We defined “sensitivity” 
as the rate of the true positive lymphedema cases which 
measures the proportion of patients who were correctly 
identified as having lymphedema among those who do 
have it. “Specificity” refers to the true non-lymphedema 
cases which measures the proportion of patients who were 
correctly identified to have non-lymphedema among those 
who do not have it. The sample size of 355 participants 
was adequate not only for the statistical procedure but 
also for exploring machine learning to avoid overfitting in 
training a classifier with 26 symptom features, based on 
the recommended 5 to 10 samples-per-feature ratios for 
machine learning (30,31). 

Overview of machine learning procedures

We compared five well-known classification algorithms: 
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Decision Tree C4.5 (32,33), Decision Tree C5.0 (34), 
gradient boosting model (GBM) (35,36), artificial neural 
network (ANN) (using feed forward multi-layer network) 
(30,37), and support vector machine (SVM) [using radial 
basis function (RBF) kernel function] (31). We conducted 
five-fold cross-validation to determine the best parameter 
setting for each algorithm. Specifically, the entire dataset 
was randomly divided into 5 data subsets. Each data subset 
is termed as “fold” in which the sample ratio of lymphedema 
and non-lymphedema reflects the sample ratio in the entire 
dataset. For each classifier and a candidate set of hyper 
parameters, we used 4 data folds to train the classifier, then 
evaluated its performance on the remaining 5th data fold. 
Such a process was repeated 5 times using a different fold 
for evaluation each time. We used the cross-validation 
accuracy, defined as the average of the classification 
accuracies on the 5 testing folds as the performance 
evaluation metric. The set of hyper parameters that led 
to the highest accuracy was chosen for this classifier. We 
further computed the standard deviation of the accuracies 
to characterize the variance of the classifier. By leaving out 
one data fold for testing, each training data subset contains 
approximately 284 samples. This was appropriate for the 
recommended 5:1 to 10:1 sample-to-feature ratio for 
training classifiers (33,34). A detailed description of each 
machine learning method is provided below. 

Classification algorithms

Many powerful classification algorithms have been 
developed in the machine learning community including 
decision tree, Naïve Bayes, ANN, and SVM (25). Selection 
of the optimal classifier through thorough comparison of 
multiple classifiers for a given application has been shown 
to be important for clinical applications (30). We compared 
the performance of five renowned classification algorithms: 
Decision Tree of C4.5 (32,33), Decision Tree of C5.0 (34),  
GBM (2,38), ANN using feed forward multi-layer network 
(36,37), and SVM using RBF kernel function (37). Each 
classification algorithm has a certain user-definable 
parameter (called hyper parameters). We optimized these 
parameters using five-fold cross validation and chose the 
parameters that led to the highest average cross validation 
accuracy. 

Two versions of Decision Tree implementations [i.e., 
C4.5 (33), C5.0 (34)] were performed and each version 
produced a single tree model after training. C4.5 uses the 
normalized information gain as a criterion for the tree 

splitting decision, and uses the features that have the highest 
normalized information gain to split the tree at each branch. 
C4.5 has one hyper parameter, namely the tree depth. We 
found the depth of 3 achieved the best cross-validation 
accuracy for C4.5. Decision Tree C5.0 improves upon C4.5 
and is regarded as the most advanced single-tree classifier. 
C5.0 first grows a large tree to fit the data closely and then 
prunes the initial tree by removing branches that have a 
relatively high error rate. One parameter for C5.0 is the 
Pruning Confidence Factor, which controls the severity of 
pruning. Smaller values that are less than the default (25%) 
would leave fewer nodes after pruning while larger values 
would lead to less pruning. The minimum case number 
is the other parameter, which is defined as the minimal 
number of samples remaining in a tree node that can be 
considered for further branching. Through cross validation, 
we found the best performance was achieved using 35% for 
the Pruning Confidence Factor and 8 for the minimum case 
number. 

The other tree-based algorithm is GBM, implemented 
using the GBM package in R (2,38). The GBM is more 
robust for classification problems such as classifying 
lymphedema and non-lymphedema class. We trained a 
GBM with the binomial deviance loss function. The GBM 
boosting approach first resulted in a family of weak trees 
that were used to create a strong classifier. We used cross 
validation to determine the depth of each weak tree and 
the shrinkage factor, within [0, 1]. The shrinkage factor, 
also known as the learning rate, controls the contribution 
of each tree when added to the current model. The final 
model was built using depth-3 tree for each week tree, and a 
shrinkage factor of 0.05. 

The MATLAB Neural Network Toolbox (35,36) was 
used to evaluate the performance of ANN algorithm. A 
single hidden layer is used. We incorporated the weight 
decay regularization term to avoid over fitting. The best 
cross validation accuracy was achieved with 9 hidden 
nodes and a regularization coefficient of 0.3 for the weight 
regularization (known as net.performParam.regularization). 
When training the neural net for a given training set and 
a validation set, the final solution depends on the starting 
condition, which is randomly initialized. We ran the 
training program 20 times and record the one giving the 
highest accuracy on the validation set, which should be 
close to the global optimal solution for this validation set.

For the SVM model, we chose the Radial Basis Function 
as the kernel function, and used the package of e1071 in 
R (37). We used cross validation to optimize two hyper 
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parameters, C and gamma. The parameter C controls the 
tradeoff between the classification accuracy for training 
examples and the simplicity of the decision surface. Higher 
C helps classify all training examples correctly by selecting 
more samples as support vectors. The parameter gamma 
controls the influence of a single training sample. Low 
gamma values spread the influence of support vectors to 
make the decision surface smoother. We found that the best 
cross-validation accuracy was achieved with gamma equal to 
0.0019 and C equal to 100.

Sensitivity vs. specificity tradeoff

Given the progressive nature of lymphedema and the fact 
that early intervention enables better clinical outcome, it is 
extremely important to achieve a very high sensitivity even 
if at the expense of a reduced specificity. We considered this 
fact while training and optimizing individual classification 
algorithms and determining the final classifier by giving 
more weights to the sensitivity in the classification 
performance metric. This is particularly important, as the 
percentage of positive samples is modest (20%) due to the 
nature of the clinical problem. Our goal was to achieve a 
high sensitivity of ≥95%, while maintaining a sufficiently 
high specificity ≥85%.

Conventional statistic procedure vs. machine learning

To enable the comparison between matching learning 
and conventional statistical procedure for estimation of 
sensitivity and specificity, we used the R program (39) to 
estimate the best cutoff point for using the real-time report 
of the count of symptoms in detecting lymphedema based 
on Youden’s method. Youden’s method maximizes the sum 
of sensitivity and specificity (8,40,41). We used participants 
with lymphedema as the reference standard to calculate 
the sensitivity (i.e., true positive lymphedema cases) and 
specificity (i.e., true negative lymphedema cases). We used 
sensitivity and 1 minus specificity data over a range of 
lymphedema symptom assessment to create the ROC curves 
and calculated AUC with 95% CI. 

Results

Participants

Table 1 presents detailed participants’ information. In brief, 
355 women submitted the complete study data; 208 (58.6%) 

women reported to have lymphedema after breast cancer 
treatment. Over 60% of women with lymphedema (n=126) 
had the condition more than 1 year and 36.1% (n=75) had it 
less than a year. Lymphedema history ranged from 6 months 
to 10 years. The average time since the breast cancer 
diagnosis was 4.6 years (SD =6.054, range, 1–40 years).  
The majority of the participants self-reported as being 
white (91.3%), between the ages of 40 and 59 (53.0%), 
married (71.0%), with college or graduate degree (66.8%), 
and employed (56.1%). They represented 45 of the 50 states 
in the US with the highest representation from California 
(9.2%) and Texas (7.5%). Detailed demographic data were 
reported in our prior publication (18).

Conventional statistic procedure using Youden’s method

The ROC curve for real-time symptom report (i.e., count 
of symptom features) as a continuous screening variable 
for discriminating between participants with lymphedema 
and those without the condition produced an AUC of 
0.751 with 95% CI (P<0.001). A test with perfect sensitivity 
and specificity has an AUC of 1.0 while a test with poor 
sensitivity and specificity usually has an AUC less than 0.5 
(16,40). The best cutoff point for real-time symptom report 
to detect lymphedema status was eight symptom features 
supported by an AUC of 0.742 (95% CI, 0.688–0.795; 
sensitivity of 0.731 (95% CI, 0.49–0.77); and specificity of 
0.660 (95% CI, 0.655–0.860). 

Machine learning for detecting lymphedema status

Among the five trained classifiers, the ANN achieved 
the best performance for lymphedema detection, with an 
average cross validation accuracy of 93.75%, sensitivity 
of 95.65%, and specificity of 91.03%. Other classifiers’ 
performances were also significantly higher than that 
achievable by using bio-impedance analysis (13). Table 2  
presents the average and standard deviation of cross 
validation accuracy, sensitivity, and specificity for each 
classifier under the optimal parameter setting. 

Discussion

The risk of lymphedema for women who have undergone 
breast cancer treatment is lifelong and the time of onset 
varies; lymphedema can occur immediately after surgery, 
commonly between 1–5 years, or as long as 20 years later 
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Table 1 Demographic and clinical characteristics (n=355) (18)

Variables
Total (n=355),  

n (%)
Lymphedema  
(n=208), n (%)

Non-lymphedema 
(n=147), n (%)

χ
2

P

Age 10.079 0.006

21–39 37 (10.4) 30 (14.4) 7 (4.8)

40–59 188 (53.0) 100 (48.1) 88 (60.0)

60–80 130 (36.6) 78 (37.5) 52 (35.4)

Education 4.211 0.378

High school or below 37 (10.4) 18 (8.7) 19 (12.9)

Technical school 16 (4.5) 10 (4.8) 6 (4.1)

Partial college 65 (18.3) 44 (21.2) 21 (14.3)

College graduate 117 (33.0) 69 (33.2) 48 (32.7)

Graduate degree 120 (33.8) 67 (32.2) 53 (36.1)

Marital status 8.209 0.084

Married 252 (71.0) 140 (67.3) 112 (76.2)

Partnered 17 (4.8) 8 (3.8) 9 (6.1)

Divorced or no partner 42 (11.8) 26 (12.5) 16 (10.9)

Widowed 31 (8.7) 23 (11.1) 8 (5.4)

Single or never partnered 13 (3.7) 11 (5.3) 2 (1.4)

Employment status 2.051 0.152

No 156 (43.9) 98 (47.1) 58 (39.5)

Yes 199 (56.1) 110 (52.9) 89 (60.5)

Ethnicity 6.329 0.176

Asian 2 (0.6) 1 (0.5) 1 (0.7)

African American or Black 5 (1.4) 4 (1.9) 1 (0.7)

White 324 (91.3) 190 (91.3) 134 (91.2)

Hispanic 5 (1.4) 1 (0.5) 4 (2.7)

Mixed 19 (5.4) 12 (5.8) 7 (4.8)

Location of breast cancer 0.232 0.89

Left 159 (44.8) 91 (43.8) 68 (46.3)

Right 162 (45.6) 97 (46.6) 65 (44.2)

Both side 34 (9.6) 20 (9.6) 14 (9.5)

Lymph nodes procedures 32.287 <0.001

None 10 (2.8) 4 (1.9) 6 (4.1)

SLNB* 116 (32.7) 45 (21.6) 71 (48.3)

ALND* 95 (26.8) 65 (31.2) 30 (20.4)

Both SLNB & ALND 134 (37.7) 94 (45.2) 40 (27.2)

Table 1 (continued)
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(5-7,9). Research has shown that one of the major daily fears 
for breast cancer survivors is to have lymphedema besides 
the fear of cancer recurrence (14,15). Using mHealth 
technology for detection of lymphedema status is promising 
in that it is pragmatic and time-efficient. Our study provides 
evidence that the use of a mHealth system with machine 
learning for real-time detection of lymphedema status 
displayed improved accuracy, sensitivity and specificity. 
In comparison with conventional statistical procedures, 
our study further shows that a well-trained ANN classifier 
can offer accurate evaluation on the patient’s lymphedema 
status using real-time symptom report by providing 93.75% 
of a cross-validation accuracy, 95.65% of sensitivity, and 
91.03% of specificity. These results provide initial evidence 
that use of a well-trained classification algorithm to detect 
lymphedema based on the real-time symptom report using 
a web-and-mobile-based mHealth system is superior to 
a standard statistical approach. In comparison with the 
use of bio-impedance analysis (13), significantly higher 

classification accuracies using machine learning were 
achieved. It is promising to use a well-trained classification 
algorithm to detect lymphedema status based entirely on 
symptom features.

Limitations and strengths of the study

One major limitation of the study is that at the time of the 
study we could only use the self-reported lymphedema 
status as the reference standard. Although we designed 
multiple questions to verify our participants’ lymphedema 
status, we were not able to verify our participants’ 
lymphedema status through medical record review or 
using objective measures of limb volume at the time of 
our study since our participants were from 45 states of the 
US. Nevertheless, our study provides supporting evidence 
for using machine learning for detecting lymphedema 
following breast cancer treatment. Future research requires 
comparing lymphedema status with objective measures of 

Table 2 Accuracy, sensitivity, specificity by different algorithms over 5 cross-validation folds

Machine learning 
procedures

Decision  
Tree: C 4.5

Decision  
Tree: C 5.0

Gradient  
boosting model

Artificial neural  
network

Support vector 
machine

Accuracy (SD) 76.31% (0.04) 77.11% (0.04) 80.50% (0.05) 93.75% (0.03) 81.65% (0.04)

Sensitivity (SD) 89.89% (0.02) 86.05% (0.08) 81.68% (0.06) 95.65% (0.03) 85.52% (0.08)

Specificity (SD) 57.00% (0.12) 64.34% (0.14) 71.97% (0.11) 91.03% (0.04) 76.14% (0.06)

SD, standard deviation.

Table 1 (continued)

Variables
Total (n=355),  

n (%)
Lymphedema  
(n=208), n (%)

Non-lymphedema 
(n=147), n (%)

χ
2

P

Chemotherapy 8.577 0.035

None 122 (34.4) 59 (28.4) 63 (42.9)

Prior to surgery 44 (12.4) 28 (13.5) 16 (10.9)

Post-surgery 179 (50.4) 113 (54.3) 66 (44.9)

Prior & post surgery 10 (2.8) 8 (3.8) 2 (1.4)

Radiation 21.245 <0.001

None 191 (53.8) 92 (44.2) 99 (67.3)

Yes 164 (46.2) 116 (55.8) 48 (32.7)

Current BMI (mean± SD) 28.19±17.59 27.95±5.70 26.55±5.45 0.055 (t/z) 0.815

BMI prior to cancer surgery (mean ± SD) 26.70±5.80 27.29±5.99 26.06±5.28 0.928 (t/z) 0.336

SLNB, sentinel lymph nodes biopsy; ALND, axillary lymph nodes dissection; BMI, body mass index; SD, standard deviation.
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lymphedema such as the lymph volume change measured 
by the infrared perometry to further validate, as well as 
demographic and biomarker (e.g., genetic) data to improve 
the algorithm. 

The strengths of our study included using a reliable 
and valid instrument for symptom report, adequate sample 
size for machine learning, and optimization of the hyper-
parameters of machine learning algorithms using a cross-
validation methodology to develop a comparatively accurate 
detecting algorithm. Such an algorithm developed through 
machine learning can be expected to work well with future 
data. In addition, the use of real-time symptom report that 
allows the use of web-and-mobile-based mHealth system 
in detecting lymphedema status is another strength of the 
study. Women treated for breast cancer have a life-time risk 
of lymphedema and lymphedema can occur months or years 
and even decades after breast cancer treatment (5), which 
represents a significant challenge because lymphedema 
typically occurs after breast cancer patients have completed 
treatment. Real-time lymphedema risk assessment using 
a web-and-mobile-based mHealth system provides 
sustainable access to patients even years after completion of 
cancer treatment. Conducting such real-time lymphedema 
assessment using the web-and-mobile-based interface 
enables ubiquitous assessment and encourages the patient 
to monitor their lymphedema status without the need for 
and cost of a clinical visit. The embedded machine learning 
algorithm can infer the patient’s lymphedema risk based on 
the self-reported symptoms and encourage patients at risk 
to visit their health care professionals for a formal clinical 
assessment and diagnosis. This will reduce the cost and 
increase the likelihood of early detection and intervention. 
The developed real-time lymphedema risk assessment using 
an mHealth system can also be used at the doctor’s office 
and clinics, as a decision support tool for both the patient 
and doctor. 

Conclusions

A mHealth system designed for real-time lymphedema 
risk detection is feasible, reliable, and valid. A well-
trained ANN classifier using real-time symptom report 
provided highly accurate detection of lymphedema. Using 
mHealth to improve health care is paramount in the era of 
technology and precision health care. Our study provides a 
novel, pragmatic and cost-effective real-time lymphedema 
risk detection employing a machine learning algorithm 
that could be used by patients or clinicians anywhere 

and anytime to engage patients to monitor their ongoing 
lymphedema risk and encouraging patients to seek early 
diagnosis and intervention. Ultimately, with ongoing 
data collection and future biomarker data to improve the 
algorithm from automated machine learning refinement, 
accurate and real-time detection of lymphedema will enable 
patients and healthcare providers to accurately monitor 
their lymphedema risk and seek timely intervention, and has 
the potential to reduce the anxiety of breast cancer survivors 
who have minimal or no risk of lymphedema. 
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