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Background: The number of breast cancer patients has increased each year, and the demand for breast 
cancer detection has become quite large. There are many common breast cancer diagnostic tools. The 
latest automated whole breast ultrasound (ABUS) technology can obtain a complete breast tissue structure, 
which improves breast cancer detection technology. However, due to the large amount of ABUS image data, 
manual interpretation is time-consuming and labor-intensive. If there are lesions in multiple images, there 
may be some omissions. In addition, if further volume information or the three-dimensional shape of the 
lesion is needed for therapy, it is necessary to manually segment each lesion, which is inefficient for diagnosis. 
Therefore, automatic lesion segmentation for ABUS is an important issue for guiding therapy.
Methods: Due to the amount of speckle noise in an ultrasonic image and the low contrast of the lesion 
boundary, it is quite difficult to automatically segment the lesion. To address the above challenges, this study 
proposes an automated lesion segmentation algorithm. The architecture of the proposed algorithm can 
be divided into four parts: (I) volume of interest selection, (II) preprocessing, (III) segmentation, and (IV) 
visualization. A volume of interest (VOI) is automatically selected first via a three-dimensional level-set, 
and then the method uses anisotropic diffusion to address the speckled noise and intensity inhomogeneity 
correction to eliminate shadowing artifacts before the adaptive distance regularization level set method 
(DRLSE) conducts segmentation. Finally, the two-dimensional segmented images are reconstructed for 
visualization in the three-dimensional space.
Results: The ground truth is delineated by two radiologists with more than 10 years of experience in 
breast sonography. In this study, three performance assessments are carried out to evaluate the effectiveness 
of the proposed algorithm. The first assessment is the similarity measurement. The second assessment 
is the comparison of the results of the proposed algorithm and the Chan-Vese level set method. The 
third assessment is the volume estimation of phantom cases. In this study, in the 2D validation of the first 
assessment, the area Dice similarity coefficients of the real cases named cases A, real cases B and phantoms 
are 0.84±0.02, 0.86±0.03 and 0.92±0.02, respectively. The overlap fraction (OF) and overlap value (OV) 
of the real cases A are 0.84±0.06 and 0.78±0.04, real case B are 0.91±0.04 and 0.82±0.05, respectively. The 
overlap fraction (OF) and overlap value (OV) of the phantoms are 0.95±0.02 and 0.92±0.03, respectively. In 
the 3D validation, the volume Dice similarity coefficients of the real cases A, real cases B and phantoms are 
0.85±0.02, 0.89±0.04 and 0.94±0.02, respectively. The overlap fraction (OF) and overlap value (OV) of the 
real cases A are 0.82±0.06 and 0.79±0.04, real cases B are 0.92±0.04 and 0.85±0.07, respectively. The overlap 
fraction (OF) and overlap value (OV) of the phantoms are 0.95±0.01 and 0.93±0.04, respectively. Therefore, 
the proposed algorithm is highly reliable in most cases. In the second assessment, compared with Chan-Vese 
level set method, the Dice of the proposed algorithm in real cases A, real cases B and phantoms are 0.84±0.02, 
0.86±0.03 and 0.92±0.02, respectively. The Dice of Chan-Vese level set in real cases A, real cases B and 
phantoms are 0.65±0.23, 0.69±0.14 and 0.76±0.14, respectively. The Dice performance of different methods 
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Introduction

In recent years, breast cancer has become one of the most 
common cancers. According to the American Cancer 
Society’s 2013 statistics, breast cancer is the second leading 
cause of death in women (1). The statistics of the Republic 
of China’s 103-year cancer registration report shows that 
there were 769 female breast cancer cases at that time, 
which was 593 more than the 176 cases 10 years ago, 
and the number increased by 90%. However, the initial 
symptoms of breast cancer are not easy to detect, and 
there will be obvious lumps and pains as the lesions spread. 
Therefore, early screening, tracking the efficacy of breast 
cancer treatments and chest reconstruction after breast 
cancer are very important.

Currently, breast cancer medical imaging is commonly 
performed using X-ray mammography, breast ultrasounds, 
and magnetic resonance imaging (MRI). The most 
common instruments used in breast cancer diagnosis 
are mammograms and breast ultrasound images. Among 
them, mammography is widely used for early screening. In 
general, 80–90% of breast cancer cases can be screened (2). 
However, since Asian women have higher breast density (3),  
X-ray photography is less sensitive and can yield false-
positive results, which leads to overdiagnosis (4). In 
addition, X-ray photography compresses the breast during 
the examination, which causes pain for the subject. As a 
noninvasive testing method, the ultrasonic test has lower 
discomfort and the advantages of no radiation, immediacy, 
convenience and low cost. In addition, the illumination 
probe is highly flexible and can inspected over a wide range.

Conventional hand-held ultrasound (HHUS) images 
have been proved to be effective diagnostic tools and have 
been widely used in breast tumor diagnosis. However, 
two-dimensional information is missing. 2D probe breast 

tumor scanning ignores or misses small tumors. If only 
2D scanned images are used to form judgments, important 
image features may be overlooked, such as whether a lesion 
exists or whether a lesion is benign or malignant. For 
example, common malignant tumors feature uneven bumps 
that cannot be clearly presented in 2D breast ultrasound  
images (5), making clinicians only able to make judgments 
with limited orientations and form uncertain diagnoses. 
Besides, a traditional sonogram produces a two-dimensional 
(2D) visualization of the breast and is highly operator 
dependent (6).

To overcome the lack of 2D breast ultrasound images, 
a supersonic imaging system manufacturer introduced a 
3D ultrasound imaging system for breast examinations, the 
automated (whole) breast ultrasound system (ABUS), which 
is a probe. The entire breast is continuously scanned in a 
single direction and combined into an ABUS image. Since 
the automated whole breast ultrasound image covers the 
complete breast, it easily overcomes the possibility that the 
handheld breast ultrasound image misses a small tumor in 
the scan. It is one of the most breakthrough technologies in 
recent years (7). The ABUS is a safe, painless, nonradiative 
and noninvasive technology developed for whole breast 
imaging, and it uses 3D ultrasound technology that 
produces high-resolution images (8). It is known in other 
publications as the automated breast volume scanner (ABVS) 
and the automated whole breast scan (AWBS).

Why choose ABUS?

The mainstream first-line screening tool is mammography. 
However, a report published by the American College of 
Cancer Medicine in 2012 pointed out that mammography 
has a detection rate of less than 50% for dense breasts. 

on segmentation shows a highly significant impact (P<0.01). The results show that the proposed algorithm 
is more accurate than Chan-Vese level set method. In the third assessment, the Spearman’s correlation 
coefficient between the segmented volumes and the corresponding ground truth volumes is ρ=0.929 (P=0.01).
Conclusions: In summary, the proposed method can batch process ABUS images, segment lesions, 
calculate their volumes and visualize lesions to facilitate observation by radiologists and physicians.
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Therefore, for Asian women, of which 70% of the 
population has dense breasts, mammography needs to be 
supplemented with breast ultrasound screening. Currently, 
breast ultrasounds are mostly manually operated with 
long operating times. Hence, it is difficult to produce 
standardized diagnostic images. Therefore, breast 
ultrasounds are not a first-line breast cancer screening tool. 
In the existing literature, the difference between the ABUS 
and HHUS has been studied. Lin et al. analyzed 81 cases (8).  
Both the ABUS and HHUS possess 100% sensitivity and 
high specificity (ABUS 95.0% and HHUS 85.0%). The 
diagnostic accuracy of the ABUS (97.1%) is higher than 
that of the HHUS (91.4%). In study (9), 15 cases of lesions 
under the nipple were examined by the ABUS and HHUS; 
however, in one of these cases, only the ABUS detected 
the lesion. Both studies indicated that the ABUS makes 
better judgments than the HHUS. Overall, ABUS could be 
successfully used in the visualization and characterisation of 
breast lesions (10).

The above literature shows many advantages of total 
breast ultrasounds. However, there are many diagnosis 
difficulties that need solving. The screening work needs 
to examine a considerable number of ABUS images, and 
each group of three-dimensional ABUS images involves 
hundreds of two-dimensional ultrasound images. In manual 
interpretation, it is easy to inadvertently miss smaller 
tumors. Second, even though the ABUS image contains 
sufficient structural information, the physician must still 
observe the three-dimensional structural information from 
various aspects, and there is still a lack of appropriate tools 
to evaluate important parameters, such as the distribution 
and shape of the lesion in space. Therefore, the detection 
and segmentation of lesions (implants or lesions) in ABUS 
images is important and necessary. The volume of breast 
lesions or tumors is an important preoperative parameter 
in order to predict the expected resection volume (11-13).  
The section volume in breast-conserving therapy is 
known to influence cosmetic outcomes (13-16). Precise 
measurement of the breast tumor volume is needed because 
of the preoperative prediction of the expected cosmetic 
outcome following breast-conserving therapy. To access 
these volumes, ABUS images were chosen since they have 
several advantages over other methods.

The lesions in this study are defined as lesions and 
implants placed in the breast. They may have weak 
boundaries or shadowing artifacts due to the attenuation 
effect of the ultrasonic signals traversing the path within 
the body. In addition, there are different kinds of breast 

lesions with different characteristics, such as hypoechoic 
lesions and hyperechoic lesions. These make it difficult 
to accurately segment lesions. To overcome the above 
difficulties, this study developed an automated lesion 
segmentation algorithm, including the automatic selection 
of a volume of interest (VOI). A series of 2D segmentation 
images are reconstructed into a 3D image to evaluate the 
segmentation accuracy, estimate the tumor’s volume, and 
visually represent the tumor for the physician. 

Kozegar et al. (17) survey the method of different 
CADe systems for ABUS images and analysis the workflow 
and model of method. Ikedo et al. (18) proposed a fully 
automated method for segmenting breast tumors. In it, the 
Canny edge detector is used to detect edges. Morphological 
methods are used to classify the edges into approximate 
vertical and approximate horizontal edges. The region 
approximate vertical edge is marked as a candidate position 
of the tumor, and then the watershed marker position 
is used for segmentation to generate a candidate tumor 
region. Lo et al. (19) also applied the watershed method to 
extract potential anomalous regions in ABUS images. The 
watershed method collects blocks of similar intensity near 
the local minimum of the gray intensity, transforms them 
into a homogeneous region, and then divides the image into 
multiple blocks. The intensity and texture characteristics 
were analyzed to estimate the possible tumor areas. Kim (20)  
applied Otsu’s method and morphology to extract the 
lesions in ABUSs and then used feature extraction and 
a Support Vector Machines (SVM) classifier to screen 
whether each candidate region was a lesion. In this study, 
it was found that the candidate region boundary, the four 
adjacent average intensities and the standard deviation of the 
pixels best reflect the lesion characteristics. Chang et al. (21)  
developed an automated screening system. First, they 
preprocessed the image to improve its quality, and then they 
divided it into many regions according to the distribution 
of the grayscale values. Finally, they define seven features 
(darkness, uniformity, width-height ratio, area size, non-
persistence, coronal area size, and region continuity) to 
determine whether it is a tumor area. Moon et al. (22) 
segmented tumors using a fast 3D mean shift method, 
which is used to remove speckled noise and separate tissue 
with similar properties. 

Moon et al. (23) and Lo et al. (24) used fuzzy grouping 
to detect tumor candidate locations from ABUS images, 
but many nonlesion regions were identified as tumor 
candidate regions. To reduce the false positives, the study 
analyzed the grayscale intensity, morphology, position and 
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size characteristics of the candidate regions, and linear 
regression models of these parameters were used to estimate 
the tumor likelihood of each pixel of a candidate tumor. In 
other words, the tumor boundaries could be simultaneously 
segmented. 

Tan et al.  (25) performed nipple and chest wall 
segmentation after the positions of the nipple and chest 
wall in ABUSs were marked by an expert. The method first 
extracts the characterization, speckle, contrast and depth 
of the voxel, and then it inputs these characteristics into 
the neural network to calculate the potential abnormalities 
likelihood map. A local maximum in the likelihood map and 
a set of candidate regions are formed in each image. These 
candidates are further processed in the second detection 
phase, including region segmentation, feature extraction, 
and final classification. Different classifiers were used for 
classification experiments, including neural networks, 
support vector machines, k-nearest neighbors, and linear 
discriminants, to detect lesion areas.

Tan et al. (26) proposed a dynamic programming method 
called helical scanning. The method combines the position 
of the tumor boundary with the centroid of the tumor in 
the depth direction. The algorithm can be summarized in 
five steps: (I) dynamic programming utilization to convert 
volume into 2D images, (II) edge detection, (III) addition 
of multiple scan directions to the spiral model, (IV) three-
dimensional reconstruction, and (V) depth information 
utilization to improve the segmentation results. This 
study was applied to 78 cancerous tumor data samples and 
reached an average Dice coefficient of 0.73±0.14.

To sum up, these studies mainly relied on the texture 
extraction to find the candidate area of the tumor, and 
further to segment or detect the target (tumors).

The tumor segmentation algorithm can be roughly 
divided into four parts: (I) noise reduction, (II) candidate 
region segmentation, (III) feature extraction, and (IV) 
features analysis and the target segmentation. The first step 
reduces the speckles unique to the ultrasound image. The 
preprocessing is performed, and then the candidate region is 
calculated to serve as the main structure of the segmentation 
of the algorithm. The literature (19,23,24,27) has used 
the different methods to segment the candidate regions, 
extract multiple features to analyze and calculate the target 
region, and then segment the lesions. However, the third 
step and fourth step are time-consuming, the entire image 
must be analyzed and extract multiple features or creates a 
tessellation of the image domain in lots of small cells by the 
morphological watershed method (28). This study uses the 

deformable model to segment the target instead.
For deformable model, the level set method plays vital 

role in medical image processing and analysis (28). Moon 
et al. (27) also applied the level-set method to tumor 
segmentation and recombined 3D images to detect tumors 
in ABUS images. However, in Moon’s study, the VOI 
containing the tumor is selected by the user. Then, the level 
set method is applied for extraction of the tumor from the 
VOI. In which, the initial contour is necessary for the level-
set method (29). In Moon’s study (27), the operator needs to 
select the seed points for the level set segmentation and the 
seed points were used for generation of the initial contour 
for segmentation. Therefore, it is more cumbersome to 
apply in practical operations. 

In this  s tudy,  we developed a  ful ly  automated 
segmentation algorithm for ABUS images. The VOIs are 
selected automatically, and then defining the seed point at 
the center of the VOIs, and generating the initial contour. 
For the segmentation problem, if the location of the seed 
point is defined, the region growth method is generally 
used for segmentation. Compared to the classical region 
growth method, the adaptive region growth method (based 
on local image attributes) is more robust to grayscale height 
changes (30-34). However, if the boundary has low contrast, 
it easily leaks and excessively grows; if the gray level of the 
target is not uniform, it results in the insufficient growth 
problem. This study corrects the intensity inhomogeneity 
region so that the region growth method can be applied in 
the homogenous region without generating a leakage (35). 
Then, the initial contour can be obtained automatically, and 
then applying it to the deformable model can accurately 
segment the two-dimensional image.

Methods

The Institutional Review Board approved the study, and all 
the experimental methods were carried out in accordance 
with the approved guidelines. In this study, the patients’ 
identities are removed from the images and data. The ABUS 
images are divided into two parts, which are the phantom 
cases (15 mass) and the real cases. To ensure the images’ 
robustness, the data of the real cases are collected from 
two machines so that the images from the different data 
sources look different. Dataset A is from Tan’s team (36),  
and it consists of 42 images, including 50 masses. These 
images are coronal views, and the image complexity is 
large. Dataset B consists of 16 images, including 20 masses. 
These images are circumferential orientation radial views, 
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as shown as Figure 1. The third row of Figure 1 shows the 
phantom cases. 

The architecture of the proposed algorithm in this 
study is shown in Figure 2. It can be divided into four 
parts: (I) volume of interest selection, (II) preprocessing, 
(III) segmentation, and (IV) visualization. First, a VOI is 
automatically selected using the three-dimensional level-
set, and the rough boundary can be used as the parameter 
for the intensity inhomogeneity correction. Second, 
anisotropic diffusion is used to correct the speckled noise 
and intensity inhomogeneity to eliminate shadowing artifacts 
in the preprocessing step. Third, the adaptive distance 
regularization level set method (DRLSE) is used during 
the segmentation step to avoid the reinitialization of the 
segmentation curve in each evolution. The edge detection 

function of this model is modified by using the parameterized 
control curve evolution speed and is noise tolerant. Finally, 
the two-dimensional segmented images are reconstructed for 
visualization in the three-dimensional space.

The details of each step are detailed in the next section.

VOI selection

Generally, before lesion segmentation, the user first needs 
to manually define the VOI and select the target object in 
the middle of the VOI, which is beneficial to segmenting 
the boundary of the lesion. 

Because of the many noises and artifacts in ABUS 
images, only rough or broken boundary information can 
be obtained using the three-dimensional level set method. 

Figure 1 The cases used in this study. (the first row: the real cases of Data A, the second row: the real cases of Data B, and the third row: the 
phantom cases.)
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Figure 2 The flow chart of the proposed algorithm.
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This information can be used to automatically define the 
VOI range, and the rough foreground and background can 
be used as the parameters of the intensity inhomogeneity 
correction of the next step.

The level set is one algorithm that is used for image 
segmentation. The three-dimensional level set used in this 
study is based on the CV level set (29). Assuming that the 
VOI has already been defined, the energy function of the 
3D level set is defined as follows.

The energy function of the C-V model is as follows:

( ) ( ) ( )( ) ( )
( )

( )
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2 2

1 2 1 0 1 2 0 2, ,
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[1]

where μ, λ1 and λ2 are fixed parameters and, generally, λ1, 
λ2=1; c1 and c2 are defined as the average gray level inside the 
variable curve C and the average gray level outside the variable 
curve C, respectively; and u0 is a given image. The first term of 
energy function is used to restrain the length of variable curve 
C. For 3D volumetric image data, u0(X):u0(x,y,z).

For the level set formulation, we replace the variable 
curve C with variable ϕ such that
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The Heaviside function H and the one-dimensional 
Dirac measure δ0 are respectively defined as
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Then, the energy function E(c1,c2,C) can be written as
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By keeping c1 and c2 fixed and minimizing E respect 
to ϕ, we deduce the associated Euler-Lagrange equation 
for ϕ with an artificial time. To compute the equation for 
the unknown function ϕ, we consider slightly regularized 
versions of H and δ0, which are denoted by Hε and δε, where 
ε→0. The function can be given as follows:

( ) ( ) ( )2 2
1 0 1 2 0 2 0div v u c u c

t ε
φ φδ φ µ λ λ

φ

  ∂ ∇
= − − − + − =   ∂ ∇   

[5]

We apply the abovementioned 3D level set model to 3D 
segmentation.

Pre-processing

For the speckled noise in ultrasonic images, anisotropic 
diffusion filtering is used. In addition, the intensity 
inhomogeneity correction (37) is used to reduce the 
postacoustic shadow or the lateral shadow around the lesion. 
This method is conducive to converging to a closed boundary 
when segmentation is performed using a deformation model.

Anisotropic diffusion
The Perona–Malik model is a nonlinear probability density 
function (PDF) (38), where the main partial differential 
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equation of the model is Eq. [6], ∇I represents the gradient 
of the original image, the norm ‖∇I‖ is the edge detector, 
div represents the divergence operator, and c(x) represents 
the diffusion coefficient. There are two diffusion coefficient 
equations, which are represented by Eqs. [7,8], respectively.

( )( ) ( ) 00I div c I I I t I
t
∂ = ∇ ∇ = =∂

[6]

[7]( )
2x

kc x e
 − 
 =

( ) 2
1

1+
c x

x
k

=
 
 
 

[8]

In the anisotropic diffusion, the image gradient determines 
the degree of the image’s blurriness. Table 1 shows that the 
diffusion coefficient corresponds to the smoothness of the 
image. The anisotropic diffusion is very suitable for reducing 
the ultrasonic waves’ speckled noise since the ultrasonic 
speckled noise exhibits different intensities in different 
reflective materials. Therefore, using nonlinear filters reduces 
the speckled noise and preserves more boundary contrast.

Intensity inhomogeneity correction
Intensity inhomogeneity is a common issue in ABUS 

images. Shadowing artifacts usually reduce the image 
contrast and damage the true intensity. 

Therefore, intensity inhomogeneity greatly increases 
the difficulty of dividing the lesion contour. It is difficult to 
correctly segment the lesion contour. As shown in Figure 3,  
the object is easily segmented with leakage in the circled 
area. The abovementioned shadowing artifacts problem can 
be overcome by intensity inhomogeneity correction.

Presently, there are many studies (39-41) show that 
applying intensity inhomogeneity correction to an image 
can effectively improve the image’s quality, which achieves 
a better processing effect. There are many intensity 
inhomogeneity correction methods. For example, Sled  
et al. (42) regard intensity nonuniformity as a low-frequency 
signal and eliminate the offset field by means of a filter. 
However, this method has great risks and can result in the 
cancellation of important low frequency signals. Another 
common method is using polynomial or spline interpolation 
to calculate the best approximation surface (29). 

It was assumed that the mean intensity inhomogeneity 
Pi of pixel i, ∀i, might be modeled as a polynomial surface, 
as defined in Eq. [9]. To estimate the polynomial surface, 
a least-squared fitting was employed to minimize the cost 
function as

( )22 1
i i

i
g P

N ψε µ
∀

= − −∑ [9]

where μΨ=μF if pixel i was in the foreground region and 
μΨ=μB if pixel i was in the background region. The rough 
boundaries are derived from the VOI selection step. 
Moreover, Pi=(xi,yi), where P(x,y) is a polynomial function of 
order n. In this study, n was set to 6.

Segmentation

To segment specific lesions, this study develops an 
automated lesion segmentation algorithm. The algorithm’s 
flow chart is shown in Figure 4. The first image is defined 
by the VOI selection step. For example, there is a lesion 
in the range from the 85th to 220th images, where the 85th 
image is the first image. Using the long and short axes of 

Figure 3 The circled area of this ultrasonic image is prone to 
misjudgment.

Table 1 The diffusion coefficient corresponds to the degree of image smoothing

The gradient of the original images Diffusion coefficient Image smoothing

||∇I||≫k c(||∇I||)→0 Low degree

||∇I||≪k c(||∇I||)→1 High degree

Slice:146
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Figure 4 The flow chart of the proposed automated lesion segmentation algorithm.

C. segmentation (2D)

First image

Second image

Last image

Use the boundary of the 
lesion as the initial contour

Distance regularized level 
set evolution

The position of the seed

point was defined

automatically

t+1 initial contour

=t image DRLSE result

the lesion on the first image, the seed point position can be 
automatically defined as well. 

The boundary of the lesion is the initial contour of 
the subsequent segmentation process. The fine contour 
segmentation part uses the adaptive distance regularization 
level set method to minimize its functional energy formula 
so that the evolution contour curve is the edge of the target. 
Each image segmentation (t) result is used as the initial 
contour in the next image (t+1) to achieve a continuous 
segmentation effect.

Let y=f(x) denote a plane curve, and the implicit function 
form is y−f(x)=0. Then, the relationship with x and y can be 
written as shown in Eq. [10].

( ) ( ), 0x y y f xφ = − = [10]

Given an initial closed curve C, the curve continuously 
evolves outward or inward along the normal direction at a 
certain speed. By introducing the time variable t, a set of 
curves C(t) is formed that changes with time to make it a 
higher dimensional space. The zero levels set of the surface 
function is {ϕ=0,t}, where ϕ(x,y,t) is a horizontal set function 
that varies with time. Li et al. proposed a DRLSE (43). The 
energy penalty term is introduced to automatically adjust 
the level set function to the symbol distance function, which 
avoids the problem of constantly initializing the zero level set 
function and constructing a distance normalization term. The 
external image drives the initial contour to the target contour 
position. The energy function can be defined as Eq. [11].

( ) ( ) ( )p extE R Eφ µ φ φ= + [11]

where Rp (ϕ) is the normalized term of the level set function 
ϕ’s normalization, µ>0 is a constant, and Eext (ϕ) is the 
external energy functional, which is the energy of the image 
region or curve.

The distance regularization level set evolution equation 
can be expressed as in Eq. [12].

( )( ) ( ) ( )+pdiv d div g g
t ε ε
φ φµ φ φ λδ φ α δ φ

φ
 ∂ ∇

= ∇ ∇ +  ∂ ∇ 
[12]

where λ and α are weight parameters, and δε is a Dirac delta 
function. 

The expression of g is given in Eq. [13], where Gσ is 
a Gaussian function with standard deviation σ, which 
reduces the noise; I represents an image; and * represents a 
convolution operation.

2
1

1 *
g

G Iσ

=
+ ∇

[13]

The above DRLSE model solves the problem that 
the traditional geometric contour mode needs to be 
continuously reinitialized. It has higher implementation 
efficiency and stable level set evolution. However, the 
DRLSE has the following disadvantages: the moving 
direction of the initial contour curve must be artificially set, 
and the evolution curve can only be set according to the 
setting. The direction shrinks or expands and evolves and 
cannot be autonomously changed according to the image 
features during the evolution process. If the expansion 
evolution motion is performed, the initial contour must be 
within the target boundary or outside the target boundary; 
if the contraction evolution motion is performed, the curve 
must contain the target outside the target. Once the initial 
contour curve intersects the target, it cannot be correctly 
segmented. Therefore, the DRLSE model fails to address 
the adaptive motion of the evolutionary curve and the 
sensitivity to the initial position. 

Due to the above problems, this study analyzes Eq. [13]. 
The edge detection function that controls the evolution 
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stop in the DRLSE model is sensitive to noise. If the noise 
is large, the evolution curve stays at the noise point and does 
not evolve. Therefore, the target object boundary cannot be 
reached. Further, the edge detection function acquires a large 
evolution speed at the weak boundary, resulting in inaccurate 
segmentation. For this reason, an adaptive parameter edge 
detection function shown in Eq. [14] is proposed.

( ),
1 * rg x y

G Iσ

β
=

+ ∇
[14]

where β>0 and γ>0 are constants. The evolution velocity 
parameter is used to adjust the evolution rate, and the 
noise sensitivity control parameter is used to control the 
sensitivity to noise.

Visualization of segmentation results

The whole breast ultrasonic instrument continuously scans 
in the circumferential direction. Therefore, it is necessary 

to convert the image into a coronal view in a cylindrical 
coordinate system; then, the isosurface rendering method is 
used to visualize the segmentation results.

The isosurface is the surface formed by the set of points 
with the same value in space. In the three-dimensional 
space, if each point F(x, y, z) having an equivalent value 
constitutes a curved surface, any point on the surface 
satisfies Eq. [15].

( ) ( ){ }, , , ,Surface x y z F x y z C= = [15]

However, calculating F(x, y, z) is a complicated process. 
This study uses the high resolution 3D surface construction 
algorithm of marching cubes proposed by Lorenson and 
Cline in 1987 (44). The algorithm is widely used in 3D data 
display. 

Results

The ground truth is delineated by two radiologists with 

Figure 5 The segmentation results of the three kinds of data sources. The yellow lines are the boundaries derived by the proposed 
algorithm, and the red lines are the corresponding mean manually delineated boundaries.

D
at

a 
A

D
at

a 
B

P
ha

nt
om

real case A01

real case B01

phantom case 01 phantom case 02 phantom case 03

real case B02 real case B03

real case A02 real case A03



577Quantitative Imaging in Medicine and Surgery, Vol 10, No 3 March 2020

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2020;10(3):568-584 | http://dx.doi.org/10.21037/qims.2020.01.12

Figure 6 Two-dimensional sequence image segmentation results. The yellow lines are the boundaries derived by the proposed algorithm, 
and the red lines are the corresponding mean manually delineated boundaries.

slice:085

slice:086

slice:087

slice:088 slice:113

slice:112

slice:111

slice:110 slice:170

slice:171

slice:172

slice:173

more than 10 years of experience in breast sonography. 
To demonstrate the effect of the proposed algorithm for 
ABUS images, Figure 5 shows the segmentation result of 
the proposed algorithm. The yellow line is the boundary 
derived by the proposed algorithm, and the red line is the 
corresponding mean manually delineated boundary. The 
sequence image results are presented in Figure 6. It can be 
seen that there is not much difference between the result 
derived by the proposed algorithm and the ground truth.

Visualization of segmentation results

The 2D segmentation images are reconstructed to 
three-dimensional image by a cylindrical coordinate 
transformation, and the isosurface rendering is applied to it, 
as shown as Figure 7.

To quantify the segmentation results, three performance 
assessments are carried out to evaluate the effectiveness of 
the proposed algorithm in this study. The first assessment is 
the similarity measurement (45). The second assessment is 
the volume estimation of phantom cases.

The first assessment
There are four indicators of the similarity (43): the 

similarity index (SI), which is also called the Dice similarity 
index (Dice); the overlap fraction (OF); the overlap value 
(OV); and the extra fraction (EF), which is defined by  
Eqs. [16-19]. REF is the ground truth, and SEG is the 
boundary derived by the proposed algorithm.

( )2* REF SEG
SI

REF SEG
=

+


[16]

REF SEGOF
REF

=
 [17]

REF SEGOV
REF SEG

=




[18]

REF SEGEF
REF

=
 [19]

The similarity measures of the 2D and 3D image 
segmentation results are calculated, as shown in Table 2 and 
Table 3, respectively.

In the 2D validation, the area Dice similarity coefficients 
of the real cases A, real cases B and phantoms are 0.84±0.02, 
0.86±0.03 and 0.92±0.02, respectively. The OF and OV of 
the real cases A are 0.84±0.06 and 0.78±0.04, real case B are 
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Figure 7 Visualization of the segmentation results.
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0.91±0.04 and 0.82±0.05, respectively. The OF and OV of 
the phantoms are 0.95±0.02 and 0.92±0.03, respectively. In 
the 3D validation, the volume Dice similarity coefficients of 
the real cases A, real cases B and phantoms are 0.85±0.02, 
0.89±0.04 and 0.94±0.02, respectively. The OF and OV of 
the real cases A are 0.82±0.06 and 0.79±0.04, real cases B 

are 0.92±0.04 and 0.85±0.07, respectively. The OF and OV 
of the phantoms are 0.95±0.01 and 0.93±0.04, respectively.
The second assessment
In this  s tudy,  the volume is  ca lculated from the 
segmented results, as shown in Table 4, and the accuracy 
of the segmentation results can be further verified. The 
Spearman’s correlation coefficient between the segmented 
volumes and the corresponding ground truth volumes is 
ρ=0.929 (P=0.01), as Table 5. Because there is only a gold 
standard answer in the phantom case, this study only 
evaluated the volume of the phantom case.

Discussion 

The Chan-Vese level set method would not able to detect 
the weak edges of the lesion boundaries degraded by the 
intensity inhomogeneity. For all cases, from the three kinds 
of data sources, the zero level sets leak out of the lesions via 
the weak edge portions of the lesion boundaries, as shown 
in Figure 8. Figure 8 shows the lesion boundaries derived by 
the proposed algorithm and the Chan-Vese level set method 
with the same initial contours, respectively. 

Table 6 shows the SI, i.e., the Dice index, between the 
boundaries derived by the proposed algorithm, the Chan-
Vese level set method and the corresponding mean manually 
delineated boundaries. The Dice of the proposed algorithm 
in real cases A, real cases B and phantoms are 0.84±0.02, 
0.86±0.03 and 0.92±0.02, respectively. The Dice of Chan-
Vese level set in real cases A, real cases B and phantoms are 
0.65±0.23, 0.69±0.14 and 0.76±0.14, respectively. A paired 

Table 2 Area similarity measure and accuracy of the proposed segmentation results

Similarity measurement Average SI Average OF Average OV Average EF

Data A 0.84±0.02 0.84±0.06 0.78±0.04 0.18±0.04

Data B 0.86±0.03 0.91±0.04 0.82±0.05 0.23±0.01

Phantom 0.92±0.02 0.95±0.02 0.92±0.03 0.13±0.09

Data are shown as mean ± SD. SI, similarity index; OF, overlap fraction; OV, overlap value; EF, extra fraction.

Table 3 Volume similarity measure and accuracy of the proposed segmentation results

Similarity measurement Average SI (Dice) Average OF Average OV Average EF

Data A 0.85±0.02 0.82±0.06 0.79±0.04 0.11±0.03

Data B 0.89±0.04 0.92±0.04 0.85±0.07 0.13±0.02

Phantom 0.94±0.02 0.95±0.01 0.93±0.04 0.09±0.05

Data are shown as mean ± SD. SI, similarity index; OF, overlap fraction; OV, overlap value; EF, extra fraction.

Table 4 Volume estimation of phantom cases

Phantom case name Volume (cm3) Volume estimation (cm3)

Case 01 0.4 0.38 

Case 02 0.52 0.6

Case 03 3 2.9

ρ=0.929 (P=0.01).

Table 5 Correlations

Spearman’s rho Ground truth Segmented result

Ground truth

Correlation coefficient 1.000 0.929**

Sig. (2-tailed) 0.000

N 15 15

Segmented result

Correlation coefficient 0.929** 1.000

Sig. (2-tailed) 0.000

N 15 15

**, correlation is significant at the 0.01 level (2-tailed).
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Figure 8 The lesion boundaries derived by the proposed algorithm and the Chan-Vese level set method with the same initial contours. 
The yellow lines are the boundaries derived by the proposed algorithm, the red lines are the corresponding mean manually delineated 
boundaries, and the green lines are the boundaries derived by the Chan-Vese level set algorithm.
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t-test for the Dice performance yields a P value of less than 
0.01. The segmentation results of the proposed algorithm 
are better than those of the Chan-Vese level set method. It 
is evident that the weak edge problem that resulted from 
intensity inhomogeneity in ABUS images may be alleviated 
by the proposed algorithm.

Conclusions

The advancement of automated whole breast ultrasound 
technology has resulted in a large demand for the quantitative 
evaluation of lesions in three-dimensional ultrasonic images. 
However, ultrasonic images have multiple types of noise, 
such as speckled noise and shadowing artifacts, which make 
lesion segmentation quite difficult. In this study, the VOI can 
be automatically defined. Anisotropic diffusion was used to 
eliminate the speckled noise, and the intensity inhomogeneity 
correction was used to eliminate the shadowing artifacts at 
the edge of the lesion. The segmentation part adopts the 
adaptive DRLSE level set model, and it uses a parametric 
regulation model to change the sensitivity of the curve to 
noise, adjust the curve evolution speed of strong or weak 
boundaries, and increase the flexibility of the curve evolution. 
It can more accurately segment lesion regions. This study 
has a high degree of credibility for lesion segmentation. It 
can be combined with deep learning to identify benign and 
malignant lesions in the future and could greatly improve the 
diagnostic value of breast ultrasounds.
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