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Background: The aim of this study was to construct a deep convolutional neural network (CNN) model 
for localization and diagnosis of thyroid nodules on ultrasound and evaluate its diagnostic performance.
Methods: We developed and trained a deep CNN model called the Brief Efficient Thyroid Network 
(BETNET) using 16,401 ultrasound images. According to the parameters of the model, we developed a 
computer-aided diagnosis (CAD) system to localize and differentiate thyroid nodules. The validation dataset 
(1,000 images) was used to compare the diagnostic performance of the model using three state-of-the-art 
algorithms. We used an internal test set (300 images) to evaluate the BETNET model by comparing it with 
diagnoses from five radiologists with varying degrees of experience in thyroid nodule diagnosis. Lastly, we 
demonstrated the general applicability of our artificial intelligence (AI) system for diagnosing thyroid cancer 
in an external test set (1,032 images). 
Results: The BETNET model accurately detected thyroid nodules in visualization experiments. The 
model demonstrated higher values for area under the receiver operating characteristic (AUC-ROC) curve 
[0.983, 95% confidence interval (CI): 0.973–0.990], sensitivity (99.19%), accuracy (98.30%), and Youden 
index (0.9663) than the three state-of-the-art algorithms (P<0.05). In the internal test dataset, the diagnostic 
accuracy of the BETNET model was 91.33%, which was markedly higher than the accuracy of one 
experienced (85.67%) and two less experienced radiologists (77.67% and 69.33%). The area under the ROC 
curve of the BETNET model (0.951) was similar to that of the two highly skilled radiologists (0.940 and 
0.953) and significantly higher than that of one experienced and two less experienced radiologists (P<0.01). 
The kappa coefficient of the BETNET model and the pathology results showed good agreement (0.769). In 
addition, the BETNET model achieved an excellent diagnostic performance (AUC =0.970, 95% CI: 0.958–
0.980) when applied to ultrasound images from another independent hospital.
Conclusions: We developed a deep learning model which could accurately locate and automatically 
diagnose thyroid nodules on ultrasound images. The BETNET model exhibited better diagnostic 
performance than three state-of-the-art algorithms, which in turn performed similarly in diagnosis as the 
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Introduction

According to the American Cancer Society and Cancer 
Statistics Center, more than 500,000 new cases are diagnosed 
with thyroid cancer every year (567,233 in 2018), accounting 
for the highest incidence of all endocrine tumors (1).  
The global incidence of thyroid cancer is increasing yearly 
and has grown faster than that of other   malignant tumors 
in recent years (2).

In clinical practice, ultrasound is the main examination 
used for both the screening and diagnosis of thyroid 
diseases. Ultrasound diagnosis of thyroid carcinoma is 
mainly based on the thyroid imaging report and data system 
(TI-RADS) (3-6). Previous research has shown that the 
accuracy of TI-RADS ranges from 29.0% to 84.0% (7,8). 
In addition, diagnostic accuracy varies greatly according 
to the level of experience of the ultrasound technician. 
Indeed, the main limitation of ultrasound is that it relies on 
the technician’s expertise, and less experienced radiologists 
are more likely to misdiagnose a cancer, which increases 
the need for a greater number of fine needle aspiration 
biopsies (FNAB) (9,10). Even experienced radiologists 
have difficulty eliminating subjective opinion from their 
diagnoses. Therefore, there is an urgent need for an 
accurate, objective, efficient, and stable diagnostic method 
for classifying thyroid nodules.

More recently, there has been a growing interest in the 
automatic classification of thyroid nodules and considerable 
research progress has been made (11-13). In the traditional 
machine learning method, characteristic extraction is 
used for the automatic classification of the thyroid nodule 
ultrasound images. Using this method, researchers must 
manually extract the image features, including the shape, 
margin, and composition of the nodule, and then input 
these into the model for classification (14,15). However, 
manual extraction not only requires professional expertise 
but is also costly, and, in the case of large data sets, it 
significantly increases the burden of work for physicians. 

Recently, the convolutional neural network (CNN) 
algorithm has achieved remarkable success in analyzing 
radiological, pathological, or clinical imaging classification 
tasks, including grading of diabetic retinopathy, assessment 
of skin lesions, and surveillance for acute neurologic events 
(16-18). However, most of the current CNNs are limited 
to classification, and do not visually localize lesions (16-20). 
In this study, we constructed a deep CNN model, named the 
Brief Efficient Thyroid Network (BETNET), for localization 
and classification of thyroid nodules. We aimed to verify 
whether this model could automatically locate and classify 
thyroid nodules, and whether it could achieve the same high 
level of diagnostic accuracy as that of experienced radiologists. 

Methods

Patients and datasets

All ultrasound images included in the training, validation, 
and internal test sets were obtained from the thyroid 
imaging database at Tianjin Medical University Cancer 
Institute and Hospital, China. Images included in the 
external test set were obtained from Peking University 
BinHai Hospital, China. Consecutive patients in these 
two medical centers who underwent diagnostic thyroid 
ultrasound examination and subsequent surgery in the 
same hospital were included in the study. Inclusion criteria 
were as follows: (I) the presence of thyroid nodules 
without any previous local therapy; (II) an ultrasound 
image scan performed within 1 month before surgery; and 
(III) the type of thyroid nodule confirmed by histologic 
examination. Exclusion criteria were as follows: (I) images 
from anatomical sites that were judged non-tumorous 
according to postoperative pathology; (II) nodules with 
incomplete (one or both orthogonal plane images missing) 
or unclear ultrasound images; (III) cases with incomplete 
clinicopathological information; (IV) nodules that had 
received previous local therapy before image acquisition. 

experienced radiologists. The BETNET model has the potential to be applied to ultrasound images from 
other hospitals.
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From January 2015 to June 2017, 16,401 ultrasound 
images from 5,895 patients were obtained for the training 
set. From August 2017 to December 2017, 1,000 ultrasound 
images from 414 patients were obtained for the validation 
set. The internal test set was composed of 300 images 
from 117 patients consecutively examined in January 
2018 at Tianjin Medical University Cancer Institute and 
Hospital. The external test set included 1,032 images from 
261 patients who underwent imaging and surgery between 
January 2015 and April 2017 at Peking University BinHai 
Hospital. All patients received surgical treatment, and all 
images were pathologically confirmed postoperatively. All 
ultrasound images and pathological examination reports were 
deidentified before being transferred to the investigators.

This study was evaluated and approved by the Ethics 
Committee of the Tianjin Medical University Cancer 
Institute and Hospital and conformed to the provisions of 
the Declaration of Helsinki. As this retrospective study was 
deemed to carry minimal risk, the requirement for informed 
patient consent was waived.

Ultrasound image acquisition

All ultrasound examinations were performed with the 
Phillips EPIQ 5, IU 22, HD11, (Philips Healthcare, 
Eindhoven,  The Netherlands) ,  GE Logiq 9 (GE 
Healthcare, Milwaukee, WI, USA), and Aplio 500 (Toshiba 
Medical Systems, Tokyo, Japan) devices equipped with 

either a 5–12 MHz or a 4.8–11 MHz linear array probe. 
Image quality control was performed for the four datasets 
by authors HYG and XQZ.  The criteria for the ultrasound 
image selection were as follows: (I) a maximum section of 
the thyroid nodule containing the whole nodule; (II) the 
vertical section of the maximum section of the lesion; (III) 
the maximum section of the nodule with measurement 
marks including the maximum diameter and vertical 
diameter lines. Images were removed if the anatomical sites 
were non-cancerous according to the pathological report. 
Images not containing the thyroid nodules were deleted, 
such as images showing only blood vessels, adipose tissue, 
muscle tissue, or lymph nodes. Ultrasound images acquired 
with color Doppler flow imaging were deleted.

Deep CNN

In this study, our BETNET model was designed as a 
classification model of thyroid nodules based on the Visual 
Geometry Group-19 (VGG-19) model (21,22). VGG-19 
was designed to process the multi-classification of natural 
images, so we considered it an appropriate model for 
fine tuning the two-category classification of ultrasound 
images in this paper. The framework and the structure of 
the BETNET model are shown in Figure 1, Table 1, and  
Tables S1,S2.  

The surrounding black areas were removed from the 
ultrasound images (23), and the images were resized to 

Figure 1 Framework of the BETNET model. In the convolution layer: W = weight, b = bias, and BN = batch normalization. The maximum 
pool operation was used in the pool layer. Reshape is a process that changes the feature map with the size from the previous layer and is then 
input into the fully connected layer. Softmax mapped the output of the fully connected layer to the results of the classification. The white 
scale bars represent 1 cm on the ultrasound image.
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112×112 pixels by the bilinear interpolation method before 
being put into the BETNET model. The red, green, and 
blue (RGB) images, 112×112 pixels in size, were input 
into the BETNET model which was composed of 16 
convolutional layers, 3 fully connected layers, and the 
softmax layer. The working process of the model was 
divided into five stages. The first two stages comprised 
two convolutional layers and a pooling layer, the third 
and fourth stages comprised four convolutional layers 
and a pooling layer, and the last stage comprised four 
convolutional layers (Table 1, Tables S1,S2).

As shown in Figure 1, in the convolution layer the 
following abbreviations were used: W = weight, b = bias, 
BN = batch normalization. Each convolution operator was 
followed by BN, and then activated by a rectified linear 
unit (ReLU). “Convolution-BN-ReLU” constitutes a 
generalized convolution unit. The maximum pool operation 
was used in the pooling layer. The diagram below in the 
pooling layer shows the maximum pool. Reshape refers to 
the process that changed the feature map with the size of 
Width × Height × Channel into a one-dimensional vector 
of 60*1 from the previous layer and was then input into 

Table 1 Structure of the BETNET model

Layer name Output size Activation Layer design

conv_block1_1 112×112×64 ReLU 3×3 conv, 64

conv_block1_2 112×112×64 ReLU 3×3 conv, 64

Pool_1 56×56×64

conv_block2_1 56×56×128 ReLU 3×3 conv, 128

conv_block2_2 56×56×128 ReLU 3×3 conv, 128

Pool_2 28×28×128

conv_block3_1 28×28×256 ReLU 3×3 conv, 256

conv_block3_2 28×28×256 ReLU 3×3 conv, 256

conv_block3_3 28×28×256 ReLU 3×3 conv, 256

conv_block3_4 28×28×256 ReLU 3×3 conv, 256

Pool_3 14×14×256

conv_block4_1 14×14×512 ReLU 3×3 conv, 512

conv_block4_2 14×14×512 ReLU 3×3 conv, 512

conv_block4_3 14×14×512 ReLU 3×3 conv, 512

conv_block4_4 14×14×512 ReLU 3×3 conv, 512

Pool_4 7×7×512

conv_block5_1 7×7×512 ReLU 3×3 conv, 512

conv_block5_2 7×7×512 ReLU 3×3 conv, 512

conv_block5_3 7×7×512 ReLU 3×3 conv, 512

conv_block5_4 7×7×512 ReLU 3×3 conv, 512

Reshape 25,088

FC_1 4,096 ReLU 250,888×4,096

FC_2 4,096 ReLU 4,096×4,096

FC_3 2 ReLU 4,096×2

Softmax 2

conv_block, convolution block; ReLU, rectified linear Unit; FC, fully connected.

https://cdn.amegroups.cn/static/public/QIMS-20-538-supplementary.pdf
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the fully connected layer. Each node in the fully connected 
layer was connected to all the nodes in the previous layer, 
which was used to synthesize the features extracted from 
the previous layer. Softmax mapped the output of the full 
connected layer to the results of the classification. The 
probability value of the image belonged to each category. 

Training of the model

We trained the BETNET model with 1,000 thyroid nodule 
images and used the validation set to evaluate its diagnostic 
performance. The BETNET model was then trained 
by increasing the number of training set images, and the 
model’s diagnostic performance was constantly tested by the 
validation set. 

Visualization experiments

The convolutional network used for classification followed 
this general process: first, image features (feature maps) 
were extracted by multiple operations such as convolution 
and pooling, and then the deepest abstract features were 
combined to obtain the classification result. More specifically, 
the classification result was obtained by nonlinearly 
transforming the weighted sum of the pixel values in the last 

feature map. Therefore, for an image entered into the model, 
each pixel’s contribution to the result could be calculated 
by inverse reasoning according to the model’s parameters. 
The contribution of each pixel formed a matrix, and the 
visualized image (heat map) was generated by performing 
color mapping on the matrix. The warm tone region of the 
visualization results was the most concerned part that the 
neural network could recognize. On the contrary, the cold 
tone region was the least important feature when the neural 
network classifying benign and malignant (Figure 2). 

The diagnostic performance evaluation of the model

First, we compared the diagnostic performance of the 
BETNET model with three state-of-the-art machine 
learning algorithms [SE_Net (24), SE_inception_v4 (25),  
and Xception (26)], which were more advanced than 
the currently and widely used deep learning models 
such as ResNet (27) and DenseNet (28). Next, we used 
the test set to estimate the BETNET model, and five 
radiologists with differing experience levels in thyroid 
nodule diagnosis independently distinguished the benign 
and malignant images in the test set. Among them, three 
radiologists (Doctors A, B, and C: authors XW, SZ, and 
JLZ, respectively) had more than 7 years’ experience in the 

Figure 2 Schematic diagram of the visualization method. Features of the ultrasound images were extracted by multiple operations such as 
convolution and pooling, and then the deepest abstract features were combined to obtain classification results. Next, the classification result 
was obtained by nonlinearly transforming the weighted sum of the pixel values in the last feature map. The contribution of each pixel formed 
a matrix, and the visualized image (heat map) was generated by performing color mapping on the matrix. The white scale bars represent 1 
cm on the ultrasound images.
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ultrasound diagnosis of thyroid nodules, and two doctors 
(Doctors D and E: authors BY and XL, respectively) had 
fewer than 2 years’ diagnostic experience and worked in 
other hospitals. All doctors were blind to information 
regarding the patients’ clinical history, previous classification 
results, or previous biopsy results. We compared the 
diagnostic performance differences between the radiologists 
and the BETNET model. 

General applicability test

In this section, we aimed to investigate the general applicability 
of our artificial intelligence (AI) system for diagnosing thyroid 
cancer. We demonstrated this by testing the BETNET model 
on a data set of ultrasound images (n=1,032) from Peking 
University BinHai Hospital, which included 502 benign nodule 
images and 530 malignant nodule images. 

Data and statistical analysis

The data are presented as means and standard deviations 
for continuous variables, and as the number of patients 
and images for categorical variables. The diagnostic 
performance of the computer-aided design (CAD) system 
and the radiologists was evaluated by analyzing sensitivity, 
specificity, positive predictive value (PPV), negative 
predictive value (NPV), and accuracy. The differences in 
diagnostic performance between the BETNET model 
and the radiologists were compared using the Z test and 
McNemar’s test. We used the kappa (κ) coefficient to 
measure the agreement between the BETNET model 
prediction, the five radiologists’ diagnoses, and the 
pathological results. We categorized the κ coefficient as 
follows: poor (0–0.20), fair (0.20–0.40), moderate (0.40–
0.60), good (0.60–0.80), and excellent (0.80–1.00). The 
area under the receiver operating characteristic (ROC) 
curve with a 95% confidence interval (CI) was calculated 
to compare the differences in diagnosing thyroid cancer 
between the BETNET model and the radiologists. 

All statistical analyses were performed using SPSS version 
23.0 for Windows (SPSS, Chicago, IL, USA) and MedCalc 
version 15.0 for Windows (MedCalc Software, Ostend, 
Belgium). A significant difference was defined as a P value <0.05.

Results   

Demographic features of the patients in four data sets

A total of 18,733 ultrasound images from 6,687 patients 

were used in this research. Of these, 16,401 images from 
5,895 patients were obtained for the training set, which 
contained 6,760 (41.22%) benign nodule images and 9,641 
(58.78%) malignant nodule images. The benign nodules 
included nodular goiter, adenomatous goiter, thyroid 
granuloma, and follicular adenoma. The malignant nodules 
contained papillary thyroid carcinoma, medullary thyroid 
carcinoma, and follicular thyroid carcinoma according to the 
pathological results. For the validation set, 1,000 ultrasound 
images from 414 patients were obtained, 500 of which were 
benign. The internal test set comprised 300 images from 117 
patients and consisted of 73 (24.33%) benign nodule images 
and 227 (75.67%) malignant nodule images. The mean age of 
patients in the training, validation, and internal test sets was 
44.22±12.49, 46.30±12.08, and 44.49±9.99 years, respectively. 

The external test set comprised 1,032 images from 261 
patients and consisted of 502 (48.64%) benign nodule images 
and 530 (51.36%) malignant nodule images. The benign 
nodules included nodular goiter, adenomatous goiter, and 
follicular adenoma, and the malignant nodules contained 
papillary thyroid carcinoma, lymphoma, and medullary 
thyroid carcinoma according to the pathological results of 
Peking University BinHai Hospital. The mean age of patients 
in the external test sets was 52.01±11.83 years. Demographic 
data for the four data sets are shown in Table 2.

Visual localization and diagnostic performance of the 
BETNET model

The model successfully focused on the thyroid nodule areas 
in the ultrasound images. As seen in Figure 3, the orange box 
area denotes the thyroid nodule location, and the heat map 
represents the visual location result. We also investigated 
the effect of the number of images in the training set on the 
algorithm performance using the validation set. By increasing 
the number of images in the training set, the area under the 
ROC curve (AUC) of the BETNET model was improved 
from 0.765 (95% CI: 0.737–0.771) to 0.978 (95% CI: 0.967–
0.986). Accuracy also improved from 76.5% to 97.8%, and 
sensitivity and specificity increased in waves. Although there 
were several up and downs of accuracy, sensitivity, specificity, 
and AUC in training, the general trend was upward with 
increasing image numbers. The details are shown in Table 3.

The comparison of the BETNET model with three 
advanced deep learning algorithms

The diagnostic performance of all four deep learning 



1374 Zhu et al. AI for localization and diagnosis of thyroid nodules

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2021;11(4):1368-1380 | http://dx.doi.org/10.21037/qims-20-538

algorithms is shown in Table 4. In the validation dataset, 
the BETNET model demonstrated the highest value 
for the AUC (0.983, 95% CI: 0.973–0.990), which was 
significantly higher than the other three models (P<0.05). 
Also, the BETNET model demonstrated the highest 
values for sensitivity (99.19%), accuracy (98.3%), and the 
Youden index (0.9663). However, the BETNET model 
demonstrated a lower value in specificity (97.45%) than the 
SE_NET (98.40%) and the SE_inception_v4 (98.00%). 

The diagnostic performance of the BETNET model 
compared with the radiologists

In the internal test set, the diagnostic performance of 
the BETNET model and five radiologists with differing 

levels of experience is shown in Table 5 and Figure 4. The 
BETNET model demonstrated a high level of accuracy in 
identifying thyroid cancer in the test set compared with the 
experienced radiologists. The accuracy of the BETNET 
model was 91.33%, which was markedly higher than one 
of the experienced radiologists (85.67%) and two of the less 
experienced radiologists (69.33–77.67%). The AUC of the 
BETNET model was 0.951 (95% CI: 0.920–0.972), which was 
similar to the more experienced doctors A (AUC =0.940, 95% 
CI: 0.906–0.964) and B (AUC =0.953, 95% CI: 0.923–0.974), 
and significantly higher than the more experienced doctor 
C (AUC =0.896, 95% CI: 0.856–0.928) and the two less 
experienced doctors D and E (AUC =0.833, 95% CI: 0.782–
0.870; AUC =0.788, 95% CI: 0.737–0.833). When measuring 
the agreement between the BETNET model prediction and 

Table 2 Demographic data for four data sets

Parameter Training set Validation set Internal test set External test set

Patients 5,895 414 117 261

Male, n (%) 1,509 (25.60%) 113 (27.29%) 22 (18.80%) 64 (24.52%)

Female, n (%) 4,386 (74.40%) 301 (72.71%) 95 (81.20%) 197 (75.48%)

Age (years) 44.22±12.49 46.30±12.08 44.49±9.99 52.01±11.83

Total images 16,401 1,000 300 1,032

Benign images, n (%) 6,760 (41.22%) 500 (50%) 73 (24.33%) 502 (48.64%)

Malignant images, n (%) 9,641(58.78%) 500 (50%) 227 (75.67%) 530 (51.36%)

Figure 3 Localization of thyroid nodules. The orange box area is the location of the thyroid nodules, and the heat map represents the 
visualization results. Each column shows the same ultrasound image. The warm tone region of the visualization image is the most important 
part that the neural network could recognize. By contrast, the cold tone region is the least important feature. The white scale bars represent 
1 cm on the ultrasound images.
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Table 3 Number of images in the training set and diagnostic performance of the BETNET model

Images Accuracy Sensitivity Specificity AUC 95% CI

2,000 0.765 0.878 0.652 0.765 0.737 0.771

4,000 0.827 0.828 0.826 0.827 0.809 0.842

6,000 0.911 0.890 0.932 0.911 0.892 0.928

8,000 0.955 0.952 0.958 0.955 0.940 0.967

10,000 0.949 0.944 0.954 0.949 0.933 0.962

12,000 0.971 0.972 0.970 0.971 0.959 0.980

14,000 0.965 0.968 0.962 0.965 0.952 0.976

16,401 0.978 0.980 0.976 0.978 0.967 0.986

AUC, area under the ROC curve; CI, confidence interval.

Table 4 Comparison of the diagnostic performance of the BETNET model with three machine-learning algorithms in the validation dataset

Parameters BETNET SE_Net SE_inception_v4 Xception

AUC, 95% CI 0.983 (0.973–0.990) 0.963 (0.949–0.974) 0.971 (0.959–0.980) 0.964 (0.951–0.975)

Sensitivity (%) 99.19 94.20 96.20 97.80

Specificity (%) 97.45 98.40 98.00 95.00

Accuracy (%) 98.3 96.3 97.1 96.4

Youden index 0.9663 0.9276 0.9420 0.9287

P – 0.0004* 0.0337* 0.0027*

AUCs of the BETNET model and the other three models were calculated by DeLong et al.’s. method. P: The difference of AUCs between 
the BETNET model and other three models was compared by Z-test; *, P<0.05. AUC, area under the ROC curve; CI, confidence interval.

Table 5 Diagnostic performance of the BETNET model and the doctors with different experience levels in the internal test set

Parameters BETNET model
Experienced doctor 

A
Experienced doctor 

B
Experienced doctor 

C
Doctor D Doctor E

Accuracy 91.33% 93.67% 94.33% 85.67% 77.67% 69.33%

Sensitivity 93.39% 93.39% 93.39% 81.94% 72.69% 60.35%

Specificity 84.93% 94.52% 97.26% 97.26% 93.15% 97.26%

AUC 0.951 0.940 0.953 0.896 0.833 0.788

95% CI 0.920–0.972 0.906–0.964 0.923–0.974 0.856–0.928 0.782–0.870 0.737–0.833

P1 – 0.5494 0.8676 0.0059* 0.000* 0.000*

P2 – 0.296 0.188 0.000* 0.000* 0.000*

κ value 0.769 0.836 0.855 0.670 0.521 0.409

AUCs of the BETNET model and doctors were calculated by DeLong et al.’s method. P1: the difference of AUCs between the BETNET 
model prediction and doctor was compared by Z-test; *, P<0.05. P2: Measures the agreement between the BETNET model prediction and 
doctors. McNemar’s test was used for the statistical analysis; *, P<0.05. κ value: Measures the agreement between the BETNET model 
prediction, five doctors, and the pathological result. AUC, area under the ROC curve; CI, confidence interval.
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the five radiologists, performance of the BETNET model was 
consistent with experienced doctors A and B (P>0.05) and was 
superior to doctors C, D, and E (P≤0.001). The κ coefficient 
of the BETNET model and the pathology result was rated as 
good (κ=0.769) compared with a coefficient of 0.670–0.855 for 
the experienced radiologists and a coefficient of 0.409–0.521 
for the less experienced doctors. 

Generalizability of the BETNET model

To investigate the generalizability of our AI system to the 
diagnosis of thyroid cancer, we tested the ultrasound images 
from Peking University BinHai Hospital, which were not 
contained in the training set. In this test, the BETNET 
model achieved an accuracy of 93.80%, with a sensitivity 
of 95.09% and a specificity of 90.44% for differentiating 
between benign and malignant thyroid nodules. The ROC 
curve is shown in Figure 5. The AUC of the BETNET 
model for diagnosing thyroid cancer was 0.970 (95% CI: 
0.958–0.980).

Discussion

In this study, we developed the BETNET model based on 

deep learning to accurately locate and automatically classify 
thyroid nodules on ultrasound. This model simultaneously 
predicts the label and constructs the attention heat map, 
thus highlighting the most important part of the image, 
which has several advantages: (I) It can locate thyroid 
nodules on ultrasound images, which is a further step 
towards neural network visualization and exploration of 
the “black box” phenomenon (29). (II) It can help identify 
the location of thyroid nodules and contribute to a fully 
automatic computer diagnosis. (III) The results of visual 
localization prove that our model classifies ultrasound 
images according to the characteristics of the nodules, 
rather than being affected by other non-nodular areas. 
The diagnostic accuracy is more credible compared with 
other networks with only a classification function. (IV) 
The accuracy of our model is higher than that of the three 
state-of-the-art algorithms. (V) The number of images 
required in training the model was relatively small, which is 
convenient for popularization and application. 

Tra in ing  the  BETNET model  was  completed 
automatically by computer. There was no need to manually 
extract the characteristics of the image or the marked 
region of interest (ROI) from the ultrasound image used 
for training. Some researchers have applied CNN to the 
automatic classification of the thyroid nodules and achieved 
a relatively satisfying accuracy (30,31). However, most of 
the current deep learning methods are semi-automatic and 
require their data sets to be marked manually, insofar as the 

Figure 4 AUCs of the BETNET model and five doctors in the 
internal test set. The AUC of the BETNET model was 0.951 (95% 
CI: 0.920–0.972), which was similar to that of skilled doctors A 
(AUC =0.940, 95% CI: 0.906–0.964) and B (AUC =0.953, 95% CI: 
0.923–0.974), and significantly higher than that of skilled doctor C 
(AUC =0.896, 95% CI: 0.856–0.928) and the two less experienced 
doctors (AUC =0.833, 95% CI: 0.782–0.870; AUC =0.788, 95% 
CI: 0.737–0.833).

Figure 5 The performance of the BETNET model in the external 
test set. The BETNET model achieved an accuracy of 93.80%, 
with a sensitivity of 95.09%, a specificity of 90.445% and an AUC 
of 0.970 (95% CI: 0.958–0.980).
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radiologist needs to draw the margin of the nodule or ROI 
on the ultrasound image of the thyroid nodule (11,32). As 
such, the BETNET model has the potential to reduce the 
workload of busy professional physicians. 

The BETNET model, despite its simplicity in structure, 
exhibited excellent diagnostic abilities in identifying 
thyroid cancer. It demonstrated the highest value for AUC, 
sensitivity, accuracy, and the Youden index in the validation 
dataset, compared with the three state-of-the-art deep 
learning models (SE_Net, SE_inception_v4, and Xception). 
These in turn are more advanced than deep learning models 
such as ResNet and DenseNet which are more commonly 
used in current practice. Furthermore, in the test set, the 
BETNET model’s high level of accuracy and high AUC 
were extremely similar to those of experienced radiologists. 

In previous studies, CNN models have been used to 
diagnose thyroid carcinoma, but most of these studies 
had small sample sizes or relatively low accuracy (33,34). 
Recently, Li et al. (19) structured a model for the diagnosis 
of thyroid cancer based on ResNet50 and Darknet19. 
However, the algorithm of this model was complicated 
and diagnostic accuracy was reported as 85.7–88.9%. In 
comparison, our algorithm was trained on a relatively small 
dataset but achieved better accuracy, which suggests a greater 
application prospect. Since deep learning performance was 
strongly correlated with the amount of available training 
data, it is feasible that a higher performing algorithm 
could be developed with a larger training dataset (29).  
As our results demonstrated, with an increase in the 
number of images added in the training set, the accuracy, 
sensitivity, specificity, and the AUC of the BETNET model 
were all improved. Therefore, we speculate that as the 
number of images in the training set continues to increase, 
the diagnostic performance of the BETNET model may 
outstrip that of skilled radiologists. 

In this study, we also compared the BETNET model’s 
diagnostic ability with that of two less experienced doctors 
working at other hospitals. We found that both doctors 
showed an inferior diagnostic ability compared with 
the BETNET model, with lower accuracy, sensitivity, 
specificity, and AUC. In ultrasound imaging, human 
evaluation is subjective and dependent on the individual 
doctor’s experience (35). In contrast, the BETNET model 
provides consistent predictions for the same input, which 
could potentially eliminate the problem of interobserver 
variability. Furthermore, this model could provide 
radiological decision support to medical centers where an 
experienced radiologist is unavailable and thereby reduce 

the need for unnecessary FNAB and surgeries.  
Our network represents a generalized platform that can 

be universally applied to ultrasound images from different 
medical centers. When we applied the BETNET model 
to ultrasound images from another hospital using different 
types of ultrasound equipment to ours, the BETNET 
model also achieved excellent accuracy, sensitivity, and 
specificity. This resulting high accuracy suggests that the 
BETNET model has the potential to effectively learn from 
different types of ultrasound images with a high degree 
of generalization. This could be of benefit for screening 
programs and could be conducive to wide dissemination 
across all medical fields, particularly in low-resource or 
remote areas, resulting in a wide range of beneficial clinical 
and public health outcomes. 

There were some limitations to our study. The training 
set did not contain ultrasound images from other hospitals 
in China or other countries, which limited the access to 
images from a greater diversity of patients and different 
ultrasound equipment. Also, the sample size of the training 
set was not large enough in this study, especially of the 
benign nodules, which might have led to a sample bias. 
Further, the BETNET model was developed on specialized 
computer hardware suitable for retrospective analysis and 
therefore could not provide real-time diagnostic results. We 
are currently in the process of building internet applications 
and a website to provide free and real-time access to the 
developed CNN model. In further investigations, we will 
be conducting a multicenter, large-data, and prospectively 
designed study. 

Conclusions

In this study, we developed a deep learning model for visual 
localization and automatic diagnosis of thyroid nodules on 
ultrasound images. Our model simultaneously predicts the 
label and constructs the attention heat map, which enables 
identification of   the important parts of the image when 
the model predicts a thyroid nodule. The BETNET model 
exhibited a better diagnostic performance than three state-
of-the-art algorithms, which in turn was similar to that of 
experienced radiologists. Furthermore, the BETNET model 
represents a generalized platform that has the potential to 
assist radiologists working across different medical centers. 
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