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Two-state stochastic models for memory in ion channels’
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AIM: To study quantitatively the memory exist-
METHODS ; Stochastic pro-
cesses were used to model 2 categories of memory

ing in ion channels.

(short-term and long-term) by persisting in the
standpoint of two-state., instead of multiple
states, but with different transition mechanism.
RESULTS: A two-state Markov process with
constant transition intensities well fitted the
short-term memory and a two-state Markov pro-
cess within a kind of random environment well
fitted the long-term memory. Statistical proce-
dures for parameter estimation were proposed and
demonstrated with 2 real examples an the chan-
nels of PC12 cells. CONCLUSION: The memo-
ry in ion channels can be quantitatively modelled
as stochastic process with 2 states.

The existence of memory int ion channels of
some cells was reported with auto-correlation
functions of patch clamp recordings as an intrinsic
feature of the channels, stable in repetition, re-
sponsive to changes. and free from the problem

@ Two stochastic models and

of time omission
relevant statistical procedures to interpret the
short-term memory and long-term memory were
proposed and demonstrated with examples in
physiclogy and pharmacology.
1 Stochastic models for memory in ion channels
1.1 Definitions of short-term memory and long-
term memory

If the sample auto-correlation function had a
decreasing trend with the time span T and approx-
imately followed the pattern of negative exponen-
tial function

plT)=exp{— Az)
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then the memory of the channel was categorized
as a short-~term memory.

I the decreasing speed of the sample auto-
correlation function was slower than the pattern
of exponential function and approximately fol-
lowed the pattern of negative power function

plt)=(Br+1)"°
then the memory of the channel was categorized
as a long-term memory .
1.2 A two-state Markov model and short-term
memory

Markov model was suggested by many au-
thors for the analysis of single channel record-
ing™ that the distribution of the duration of suc-
cessive open-status and the duration of successive
close-status were summarized as a routine proce-
dure ignoring the series of signals itself and the
series of channel’s open-close status. In most
cases the exponential type distribution was used
to fit the distributions of durations satisfactively
which corresponded to a two-state Markov model
in theory.

Assume a Markov-process with 2 states, C
{close) and QO (open), of a single ion channel and
2 vonstants A and p cofresponding to the transi-
tions from C to O and from O te C, respectively
(Fig 13.

C—=—0
'u

Fig 1. Two-state Markov model

Let p,(z)=Pr{state ) at time ¢ |state i at time OJ,
under the initial condition of per(0}=p {0}=1.
P, {0)=p;,{0)=0, we had

Pt} =gt ee MY, puel=h(1—e P¥e¥),

Pule)=p, (1 —e Ty, phley=2a,Fprpe 1"
where

A=A p)Y, po=p/(A+pd
For any stochastic process X (¢} with value

either 0 or 1. the population mean M and the
population auto-correlation function p () were
defined as
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M=1im%f "E [X()lde

T soa
p{t)=1im~£'[ "Der T) td!.‘,/’limi
Ey '

T
m ) T{:T'[ ) D¢z, 0) dt

where

Dt O=E{ X+ X ] -EX G+ lE[X ]
Let p,(#)=pr{X{s)=1), i=0. 1, and p,(0)

=pn. PO =py. ptpr=1.

Since
Peli) =puPea(t)+p P lt)
P (2} =poPu () +pp, L)
we had M=A/{x+4p)

and D{z.t)=p,+Ipult) —p{t)p i+
=p {t)p,{t)e *trr
p('l.') ___efli'-+pth-

The latter showed that the short-term mem-

hence

ory could be regared as a property of a two-state
Markov process.
1.3 A Markov process with frail intensities and
long-term memory

For long-term memoty, A and u in Fig 1
were assumed as frail variables, independently in-
fluenced by a random environment and following
gamma distributions I'(e;, ') and T'{a,, 7'},
respectively.

Define the mean and auto-correlation func-
tion of the process with a random environment as
M=E, JMQO.p]

and plt)=E, [e(t|i.pn)]

where M{Xp)=2/{A+p), plz]|Ap) =exp[ — (A
+pit], and E, [ + ] referred 1o the expectation
with respect to the distributions of A and p.
Then {see Appendix)

A a
MZEI"‘I:I-l—_p:I:al—fl-uz

and plr)=(fr41) "+’

The latter showed that the long-term memory

could be regarded as a property of a two-state
Markov-process with gamma distributed frail
transition intensities.
2 Estimation of parameters
2.1 Short-term memory

Denote the patch clamp recording with #(z).
t=0,1....
process.

.n as a sample path of the Markov
The sample auto-correlation was calcu-
].ated:

&
rRY= 2o [rtir— 0] [olitk) —Fa]

1=1

Al n—k
A Z (2} —Tu J*+ ZU [r(itk)—F,, ] 0"

n-k
where E“"——Z.r(i)/(n—k#—l)

n—k
Fa= 2uatiHR) n—k+1)
r(k) can be fitted with p{t) =€~ through a non-
linear regression approach to get a least squares
estimate of A= X+ p and its variance. denoted
with A and var(A). respectively. Since
M=a/{A+p), A=AM., p=A4(1—M).
The sample mean of the signals was calculat-
ed:

M=E.r(i)f£n+1‘)

and its variance was estimated ;
Var(M)= gf.r(z')—szfn

Then the estimates of A and p and their vari-

ances were given respectively by
A=AM, p=A—M)
and
Var(i)=A*Var{M)4-MVar(A)
Var{p)=~A*VariM)+4- (1 —-M)*Var{A)

where the independency between M and A has
been proved {see Appendix).

The confidence intervals of A and p were ap-
proximately

A AL Z.,(Var(d))'?
p: At Z, (Var(p) )

where Z.;; was the critical value of the standard
normal distribution corresponding to the total of
1wo 1ails equal 1o e.
2.2 Long-term memory

The sample mean M and sample correlation
r{%k) as the estimates of M and p(%} were calcu-
lated ;

dl — A —E
dl+&2—M. (Be4-1)"'0t % =ep (k)

The procedure of estimation of parameters

was suggested;
2. 2.1 Fit the sample auto-correlation function
(%) with the model of negative power function
(Bt+1)7° through a nonlinear regression and ob-
tain the estimates B=f, é=a, +&, and their vari-
4ances.
2. 2.2 Obrtain the estimates @&, and &,. and their
variances:

a=Mé, a,={(1— M)

Var{é, )M Var (i) +é*Var (M)

Var{a, )= (1—M)*Var (¢} +&Var (M)
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where the independency between M and ¢ was
proved in Appendix.
2.2.3 Obtain the estimates of the expectations
and variances of A and p.
Ey=&f, E(p)=4,8
Var(A) =& ) Var(u) =a,f°

The variances of E(A), E(p), Var(a)}, and
Var (u) could be approximately estimated with
the covariance between § and ¢ given by the previ-
cus nonlinear regression for r(k).
3 Examples
3.1 Short-term memory

A patch-clamp recording of PC12 with NGF
added and pipette voltage ¥V,=40 mV was shown
in Fig 2A%.,
tograms of open-time and close-time were given
in Fig 2 B—D. The pattern of memory was sub-
ject to short-term one. The X and g in the model
for short-term memory were estimated through
the above procedure.

Its auto-correlation function, his-
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Fig 2. Patch-clamp recording of PC12 with NGF added
and related functions, pipette voltage=40 mV.

The sample auto-correlation function » (%)
was fitted with function exp ( — At} through a
package

nonlinear regression with statistical

(Gauss method in SAS™),
A=A4+{=0.5795.,
Std(A)=0. 02140,
Var(A)=4.5803x107*

and the coefficient of determinant R*=0. 78.

43, the mean and

By the software P-Clamp

the variance of M were obtained,
M=2.8310x1074,
Var(M)=1. 4533 X 107"

The estimates A and i, and their variances
were estimated ,

A= AM=1.6406 X107

a=A{1—M)=0.5779

Var(A) =~ A*Var{M)+MVar(A)

=5.24T70X 107 *
Std(A)=2.2906 X107}
Var(pl=~AVar(M)+(1—M)*Var(A)
=4. 5545 x 107"

Std{fay=2.1342x107?

The 95 % confidence intervals of A and p
were obtained,

Ay (1.1916X10°%, 2. 0896107 %)
p: (0.5360. 0. §196)

3.2 Long-term memory

A patch-clamp recording of PC12 cell with
NGF added and pipette voltage V,= —50 mV was
shown in Fig 3 A'®,

tion, histograms of open-time and close-time

Its auto-—correlation func-

were given in Fig 3 B—D. A long-term memory
existed.
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Fig 3. Patch-clamp recording of FC12 with NGF added
and related functions, pipette voltage—=—350 mV.
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The a,, a; and # in the model for long-term
memory were estimated through the above proce-
dure.

The sample auto-corielation function ~ (&)
was fitted with function (Bt 4+ 17
nonlinear regression ( with statistical package

through a

SASY") to obtain the coefficient of dererminant
R*=0. 986 and the estimates,.
=& +a;=0.501%. Std(F)=0. 0058853
Var(c)=3. 4676 107°
f=0.09496, Std(R)=0. 003303
The software P-Clamp""’ was used to obtain
the mean M and its variance.
M=17.6982X107¢
Var(M)=2.1590 x 10°"
The estimates &, and &.. and their variances
were estimated .
&y=éM=3.8637X10"¢
&=¢(1—M)=0. 48326
Var(@ ) a=M*Var(é) +éVar(M)
=7.4936 X 1077
Std(a,Y=8. 6566 10*
Var{d,)==(1—-M»Var{¢)+&Var(M)
=3.0086 x10°°
Std(4,)=5. 4851 x107°
The 95 ¥4 confidence intervals of a;+ - and
were pbtained,
o €3.69401 > 107, 4.0334> 10 )
a,;, (0.4525. 0.4740)
B: (0.08848. 0.10145)
The estimates of the expectations and vari-
ances of A and p were obtained.
E(A)=q,8==3. 6690> 10"
E(pl=4a,8=4.3991 > 10 ¢
Var(d)=gf =3.4841> 10"
Var{pl=a,f=4.1774> 1073

DISCUSSION

From the expression of auto-correlation
function related to the model for short-term
memory. one could see thar the paramerer A=2
+p was related to the speed of memory losing,
that was. the parametrer A reflects the activity of
the channel. a large value of A corresponded to
frequently switching of the status, and hence the
memory declined rapidly. From the expression
of A=AM and pu=A(1 —M?}, one also could see

that the parameter A had an equal importance as

the grand mean M. M was usually understoad as
the probability of opening. such that the transi-
tion intensities » and p were the partition of
parameter A with probabilities M and (1 — Af)
respectively.

As for the meaning of parameters in the
model for long-term memory. & and p were the
transition intensities which were assumed frail,
easily influenced by the random environment un-
der the framework of gama distriburion which
was widely applicable due to its great diversity of
shape. the expectations of » and p were equal to
af and @@ respectively, and the coefficients of
variation of & and p were independent of f.  The
speed of memory losing depended on the values of
@, +a, and B that a smaller (larger) a,+a; and a
smaller (larger) B implied a longer-term memory
and lower (higher} average levels of A and p.
The Jatter implies a less (more) {requent transi-
tion of states between close and open.

In the literature. being aware of the valuable
meaning of parameters A and p. some authors
tried to estimate them through the distribution of
the durations of either opening or closing, How-
ever. constrained by the resolution of the paich
clamp technique. the durations of successive
opening (or closing ) were uncbservable. and
hence the procedure based on the distribution of
durations encountered the *omission problem ™'"!
inevitably, while the procedure based on the
auto-correlation was free of such a problem in na-
ture and the estimates of A and g might be better
in stability and intuitive in the sense of memory
losing,

Many authors had found that 2 homogeneous
two state Matkov model did not always well fit
the patch clamp signals. One of the straightfor-
ward extensions was to increase the number of
states such that multiple close states and muliiple
open states were assumed and it immediately met
with the problem of identifiability among close
states and among open states and the problem of
explanation {or the biological background in addi-
tion to the problem of time Interval omission'*,

The alternative way of thinking adopted here
was to stick on two and only two states while the
mechanism of state transition was influenced by
the random enviroument which could be explained
by the randomly switching of conformation of the
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**) gg that the model for long-term

channel protein
memory might be thought as a two-state stochas-
How-

ever, if one regarded the protean changes of the

tic process but nonhomogeneous in time.

channel protein as the changes of state itself,
then the above maodel might also be thought as an
infinity-state model (fractal) in nature. and only
the properties on average could be observed and
understood.

There was no critical cutoff point beirween
short-term memory and long-term memory. Ac-
taally, since when B—0 and ¢+B—A one had (Bx
+1) *—expf{—.Az), such that when B was small
and ¢B was not tog small, the negative power
function would have little difference in compan-
son with a negative exponential function. In
practice, the negative exponential function and
negative power function might beused to fit the
same auto-correlation function simulianeously
and the better fit one could be accepted as the
pattern of memory.

The phenomenon of long-term memory had
been observed empirically by many scientists in
other fields and i1t had also gained increasing at-
tention with the term “long-range dependence” in
Beran (19923} gave a definition that
a stationary process X, was said to exhibit long-

statistics.

range dependence if the correlations g, =corr( X,.
X.4.) decayed approximately like |%|*77%, HE
(0.5, 1) as |&]|—=o=.
in ion channels could be well fitted with a pattern

As the long-term memory

of {(Bt+ 1} °and the value of ¢ was often taken
between 0 and 1 in practice. one might see that
the long-term memory in ion channels bore
suprising analogy with those happen to other
fields such as geophysics, hydrology. astro-
nomics. agriculture, chemistry and environment
science. where several authors had also discussed
possible physical reasons for the occurrence of
long-term memory and derived physical models
justified in their specific contexts, Some of these
might also be useful as reference, but the maodel
suggested in this paper was specifically for expla-
nation of the long-term memory in ion channels.
Particularly. the change of memory pattern or the
change of parameters in the models might be used
as new indicators of response to certain stimulus
in studies of physiology. pharmacclogy and
others.

APPENDIX

1 Proof for the independency between r(k) and
M.

The denominater of »(#) was independent of
M. Denote the numerator of (%} proportional

w X'AX and || A || —maxE la,|» where X =

Oo<i<n =
{ays xrzs = xa)', a, was coefflcent of the term
s then | Al =(G;k—D/in—&+1). Since M
— uw.p.1as n—=>coand || X{ had a bound, |
XAX M| =0 w.p. 1 as n—co. ie. X AX and
M were independent with probability 1. Hence »

(&) and M were indenpendent with probability 1.

2 Proof for E[?\_L:lzo:,j-lu,

Since the density functions of A and p were

T'ia,.p7") and I'(a;. B~ ') respectively , and as-
sumed independent each other, the density func-
tion of u/A was

P(al +(I:_.J —(Il+ﬂ1) -1

Tl Fioy) (142 7. 2220
hence that of 1+u/A=(A4+p)/A was

IM'ia 4o

et 1ye
T(a) T'la) z Px—1)% 1, 2221

and that of A/(A+p) was

'{a,4a;}
I'(a,) T'{a,)

which was Beta(a;,a;).

I — )%,

b 1

Therefore,

E[}\—{—‘u]_’u,—}—cn
3 Proof for p(T)=(PT 4+ 1) "’

Since A and p followed IM'ia,,871) and '(x,,
B~') respectively and independent each other,
p()=Ex Le(z|A, p)]=E;.F[e—‘*+~>=]=

—Cx+v)r 1 ™ -t,—xsf

J J- Tla "

— (Bt+ljﬁ(ul+n 2}

r(aﬂ)ﬂuzy 2—1e—yfﬂd.rdjl
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( — )-Stepholidine vs 12-chloroscoulerine enantiomers
on firing activity of substantia nigral dopamine neurons'
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AIM: To compare the potencies between {— J-
stepholidine ¢ {—J-SPD) and 12-chloroscoulerine
{CSL ) enantiomers on firing of substantia nigra
{SN) dopamine (DA} neurons, METHODS;
Extracellular single unit recordings in paralyzed
RESULTS: In rats, {—)-SPD. {—)-,
¢ 13-, and (4 )-CSL attenuated iv apomorphine
{Apo, 10 ug+kg ')-induced inhibition on firing
of DA cell. and their ED., values were 15.1
{11.9—19%4). 7.8 {7.0— 87>, 12.6 (2.4
—17-9Y pg+kg ‘. and 2.9 (2.6—3.3) mg kg ",

rats.
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respectively, Thus, {(—J-CSL was 1 titme more
potent than {—)-SPD and 371 times more potent
than (4 )-CSL on D), receptors. In reserpinized
{—3¥»S8PD. (—)-, t£t?¥-. and (+)-CSL
blocked the inhibition caused by iv 4 mg-kg™'
with EDy, values of 0.53 ¢0.51
—0.55), 0.51 ¢0.43—0.60}, 1.2 (0. 7—2.0),
and 5. 9 (4, 9— 7. 1) mg -kg ', respectively.

rats.

The potency of {—)-CSL was similar to that of
{ — J-SPD on D, receptors and 11 times higher
than that of {(+)>-CSL. CONCLUSION: CSL
enantiomers are D,/D. mixed antagonists as
¢t — J-SPD.  { —)-CSL is
¢+ 3-C3L is the least. potent one among them.

the most. while

Dopamine (DA ) receptors have been divided
into D, and D, subtypes'!. Autoreceptors, a
special subpopulation of D); receptors. concentrate
on presynaptic terminals and soma-dendrites of

DA neurons in substantia nigra pars compacta


http://www.cqvip.com

