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After the Milan Strategic conference in 2014 a consensus 
statement was published on analytical performance 
specifications (APS), revising the Stockholm consensus 
of 1999. One of the task and finish groups (T&F) groups 
that were started was one on the total error (TE) concept. 
Several issues did need to be resolved concerning TE 
and the measurement uncertainty (MU) models. Most 
importantly were flaws in the model for calculating the 
permissible (or allowable) TE. These models are based 
upon biological variation to derive APS, the second model 
of the Milan consensus. 

The concept of TE is closely connected with the work of 
Westgard. It represents the combined effect of the random 
and systematic errors (bias) of the method, and the TE is 
compared to a permissible TE. 

The concept of bias is complicated, both in the 
estimation of the value, and in the integration of bias in a 
mathematical model. Bias is commonly excluded from the 
MU model, where only the uncertainty of the (estimation 
of) bias is taken into account. There is no general consensus 
on these issues, and challenges remain to integrate the 
different concepts, both for the definition of performance, 
of APS as for quality control (QC) procedures.

In my paper, the “holy grail” referred to the APS and 
the fact that there is no general consensus how to define or 
derive these specifications based on biological variation (1).  
The T&F group did not solve all the issues, but I hope 
it brought some problems to light. However, consensus 
has been reached (2). The two important results were, 

that it was agreed that the current calculation leads to an 
overestimation of the permissible TE based on biological 
variation. Two maximum permissible errors (bias and 
imprecision) are added, derived under the mutually exclusive 
assumptions of zero bias and zero imprecision, respectively. 
Secondly, the TE model needs a standard to define the 
error, as is the case in quality QC were a reference standard 
(or method mean) are available. In patients, however, the 
MU model applies, as a direct reference standard is lacking 
here (this is to be derived from the traceability chain) and 
only the uncertainty of the test result—but not the error—
can be estimated. 

Concerning the bias concept, it can be a valuable 
distinction between systematic method bias that can be 
corrected (e.g., between methods), and drift as a form 
of “bias” that, due to its variable nature, is included as 
component of analytical variation. However, without the 
definition of the period of estimating a QC mean and 
analytical variation (SDa) this distinction will be in part 
arbitrary. 

There is no disagreement that APS and QC limits have 
different levels. However, APS is not a “half-way point” 
between clinical purpose and inadequate assays. They 
are meant to be the actual QC limit for clinical purpose. 
Quality limits in QC procedures should be stricter that the 
APS limit: with QC limits equal to the APS, and with a bias 
equal to this APS, 50% of QC results will still be within this 
limit due to random error. This level of error detection is 
obviously too low. 
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We agree that the within-patient variation CVi is better 
to derive APS than the combined within-patient and group 
variation, as most tests are used for monitoring, where 
only CVi is in play. The authors assume an imprecision of 
CVi/4, a quite strict quality goal not achievable for many 
measurands. For sodium with CVi =0.5% (3), the optimum 
imprecision is 0.125%. How will that be achieved? The 
authors illustrated the low assay quality in their study, 
with about 50% of the routine tests in the range below 
0.25CVi (4). We derived APS based the Number of Distinct 
Categories (NDC), a concept used in industry (5). This 
resulted in the APS of CVi/3. 

From their paper, it is not understood which QC rules 
were applied with sufficient error detection. It is still open 
for debate whether strict QC methods will lead to test 
improvement. More frequent QC with the concomitant 
higher frequency of calibration will introduce another 
source of uncertainty.

The issue of the Six Sigma based QC might not be 
understood correctly. This has been subject to debate in 
the T&F group. The Six Sigma model includes quality 
specifications derived from clinical specifications (or the 
surrogate: biological variation). In cases where biological 
variation is not small with a high sigma metric (e.g., 6), this 
results in relaxed quality limits. However, from a purely 
technical perspective, the measurement procedure could be 
outside the ±3 SDa QC limits and be out of control, while 
still within the clinical specifications. The question here 
is: do we want to know or care? Some argue that as long as 
the test is within the clinical specifications, we don’t need 
to know. Others argue that a test that is out of its technical 
limits always needs attention. 

An important difference between the TE and MU 
concepts seems to be overlooked by the authors. In the TE-
model, as applied in QC, the error is estimated relative to 
the standard. In most cases an external QC result is used to 
estimate the bias. In the MU model, “true value” concept 
has been abandoned. The value of a test result is traceable 
through a chain of standards and reference methods to 
the highest standard, with each step adding an uncertainty 
component to the patient test result. The two different 
situations, QC and patient testing, are reflected in different 
models, TE and MU. 

The holy grail is something that we keep searching, 
without ever reaching our goal. The TE model in the 
form that it is commonly applied has several flaws. There 
is no consensus what alternative model could provide 

performance specifications based on biological variation, 
QC procedures and an estimate of the MU, while correctly 
dealing with the concepts of bias and imprecision. The 
authors have presented interesting methods. However, 
without a general consensus our quest has not ended. 
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