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Introduction

A variable is any characteristic that can be observed or 
measured on a subject. In clinical studies a sample of 
subjects is collected and some variables of interest are 
considered. Univariate descriptive analysis of a single 
variable has the purpose to describe the variable distribution 
in one sample and it is the first important step of every 
clinical study. 

Variables

Authors should identify the type and number of examined 
variables, as well as missing data for each variable. 

Variables can be categorical or numerical.
Categorical or qualitative data can be binary, nominal 

or ordinal. Binary variables are characterized by only two 
possible categories, for example male/female, dead/alive. 

When there are more than two categories/classes, it is 
important to distinguish between nominal variables, such as 
blood group, and ordinal variables, such as disease stage. 

Categorical data should be presented not only giving 
percentages for each class, but also absolute frequencies.

Numerical or quantitative data can be broadly divided 
into discrete or continuous. Discrete variables arise 
mainly from counts, such as the number of words in a 
sentence, the number of components of a family, while 
continuous variables arise mainly from measurements, 

such as height, blood pressure or tumour size. Such 
variables are continuous as, in principle, any value (in the 
admissible range of measurement) can be taken, while 
discrete variables can take only certain numerical values. 
For continuous variables, the only limitation arises from 
the accuracy of the instrument of measurement. Discrete 
variables are sometimes treated as continuous, when the 
number of possible values is very large. Numerical variables 
can be transformed in categorical by grouping values into 
two or more categories to simplify the comprehension of 
results (but not in general the analysis). Categorization of 
numerical variables results in loss of information, especially 
with two groups, and should be done with caution. 

Authors should always specify how categorization was 
obtained, in particular how the choice of cut-points was 
made, if on the basis of previous analyses or arbitrarily 
by the authors (using median and quartiles for example). 
In absence of previous analyses, theoretical or clinical 
arguments should justify categorization to avoid biases and 
to obtain reliable results (1).

Researchers should avoid arbitrary cut-points and should 
prefer categorization into at least three groups avoiding 
dichotomization.

Frequency distribution and central tendency

A variable can be described by its frequency distribution 
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that reports the absolute (or relative to the total) number of 
times a specific value/class of a variable is observed in the 
sample. Continuous variables should be divided in classes 
for this purpose. For ordered nominal variables and for 
numerical variables, the cumulative frequencies can also be 
computed. Instead of tables, graphs can be used to describe 
the distributions. Pie charts, where each slice represents 
the proportion of observations of each category, are useful 
for nominal data (without ordering), while bar charts can 
be used for ordinal categorical data or for discrete data. 
Histograms must be used for continuous data.

Another useful possibility is a box-whisker plot which is 
composed of a box representing upper and lower quartiles, 
a central line indicating the median, while the whiskers 
represents extreme centiles, with extreme values showed 
above and below the whiskers. 

Due to space limitations, tables reporting summary 
values for each distribution are often used to describe the 
variables considered in the study. Before summarizing 
the distribution with few numbers, it is always necessary 
to look at the whole distribution. If the shape of the 
distribution is approximately symmetric (like for the 
Gaussian distribution), the mean and the standard deviation 
(SD) can be used, reporting the results as mean (SD), and 
avoiding the ±. If the shape of the distribution is skewed, 
it is better to use the median and the quartiles. A general 
recommendation could be to report, in every case, mean, 
median, SD and the quartiles. Mean, median and mode are 
very similar in case of symmetric distributions. In case of 
skewed distributions, median is less influenced by extreme 
observations. 

Another summary measure is the mode that is the most 
frequent observation. This is rarely useful for numerical 
variables, whereas it is the only measure to be used with 
categorical variables. When describing categorical variables 
in tables, not only percentages for each class, but also their 
absolute frequencies, should always be reported

SD should not be confused with standard error (SE). 
SE is a measure of the dispersion of the sample means 

around the population mean and is used for inferential (not 
descriptive) purposes. SE is the ratio between the SD and 
the square root of the sample size (n) (2).

SD is especially useful when the distribution is 
approximately Gaussian, as in the Gaussian case about 95% 
of observations are included within two SD of the mean (3).

Rounding numbers

The general rule is to present summary statistics at no more 

than one decimal place than the raw data (4). In the case 
of percentages, it is often enough to approximate at one 
decimal place. Rounding should be done only in the final 
report, not during analysis, to maintain precision and not to 
lose information. 

According to one commonly used rule, excess digits are 
removed if the first one in excess is less than five. In case 
the first excess digit is more or equal to five, the last not in 
excess is increased by one. Be aware that computers output 
always contains spurious results that should be rounded 
according to the original accuracy of the measurements. 

Time to event data

In many clinical studies, the time to onset of an event is 
of interest. Censored data refer to subjects included in 
the analysis but for whom the event of interest has not yet 
been observed when the study is closed (3). For example, 
in survival studies censored data include both patients 
still alive at the end of follow-up and patients lost during  
follow-up.

When reporting the number of events, it is advisable to 
avoid calculating the percentage with respect to the total 
number of subjects unless all subjects were followed-up for 
the same amount of time.

The completeness of follow-up is an indicator of study 
quality. Therefore, researchers should report the number of 
subjects lost to follow-up in addition to the follow-up range 
(minimum and maximum). The Kaplan-Meier method 
is suitable to describe the distribution of such a variable 
taking correctly into consideration the follow-up time and 
censored observations (5).

Authors should graphically report the number of subjects 
at risk. Moreover, they should indicate censoring times and 
confidence intervals, as well as which software was used to 
perform analyses.

Conclusions

When reporting study results, authors should keep in mind 
the advice of the International Committee of Medical 
Journal Editors (1991): “Describe statistical methods with 
enough detail to enable a knowledgeable reader with access 
to the original data to verify the reported results.”
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