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Introduction 

Cancer is not one disease, but a collection of different 
diseases that share common features: origination from 
patients’ own cells and a disrupted regulatory program 
resulting in uncontrolled growth. Cancers also generally 
have a genetic origin; changes in the biological blueprint 
initiate the signaling and regulatory alterations that lead 
to tumorigenesis. Early work at the beginning of the 20th 
century suggested that certain chromosomal aberrations 
could cause unregulated growth in sea urchin eggs, 
leading to a variety of hypotheses regarding the role of 
chromosomes in cancer (1). The role of genetic alterations 
in human cancer was confirmed with the discovery and 

subsequent classification of the Philadelphia chromosome 
(2,3). This and other genetic discoveries led to theories of 
the requirement of multiple genetic events driving clonal 
selection of tumor cells (4-6). Advances in molecular 
manipulation played a role in the cloning and identification 
of the first oncogenes, followed by the discovery of the exact 
nucleotide change responsible for the oncogenic phenotype 
(in this case, the genetic changes resulting in the RAS 
G12V amino acid substitution) (7-9). This body of work has 
cemented the role of genetic alterations, large and small, in 
the biology of cancer.

Cancer genes had been discovered prior to the public 
release of the human genome using techniques such as 
positional cloning, biological screening assays, and candidate 
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gene studies [for review see (10)]. However, the Human 
Genome Project has greatly increased our understanding 
of the structure and contents of our chromosomes (11,12), 
allowing for the design and execution of experiments that 
were not previously realistic. In the continued study of cancer 
genetics, this led to numerous large-scale investigations of 
many genes across different cancer types, resulting in the 
identification of a number of new cancer genes. Initial studies 
focused on smaller groups of genes, including tyrosine  
kinases (13), a more comprehensive set of kinases (14-16), and 
other genes (17). Using this approach, BRAF was discovered 
to contain a common mutation in several cancer types, with a 
high prevalence in melanoma (18). This discovery eventually 
resulted in a targeted therapy (vemurafenib) that is commonly 
used today. Sequencing and sample handling improvements 
allowed the subsequent investigation of almost all protein 
coding genes by specific PCR targeting and capillary-
based sequencing in 22 breast and colorectal cancers (19), 
24 pancreatic cancers (20), and 22 glioblastoma multiforme 
tumors (21). These improvements were also used to extend 
kinase sequencing to 210 tumors and matched normal 
samples, allowing for precise definition and characterization 
of somatic mutations (22). These studies resulted in better 
understanding of the specific base change classes that were 
different across cancer types, passenger vs. driver mutations, 
and new genes important for cancer biology [such as IDH1 
in glioblastoma (21)].

Although previous large-scale genetic studies yielded 
many new insights into the genetic underpinnings of 
cancer, there were several limitations. These limitations 
stemmed from the cost of targeting and sequencing many 
genes with PCR and capillary sequencing based methods. 
Few laboratories in the world had the resources to perform 
such studies, and even those labs had to limit either the 
number of genes targeted, or the number of tumor samples 
investigated. And even though sequencing costs had fallen 
rapidly during the Human Genome Project, costs had not 
falling rapidly enough to consider sequencing many more 
samples across all genes, or even whole genomes.

Massively parallel sequencing: technologies 

The completion of the Human Genome Project heralded a 
new vantage point from which to investigate human biology. 
The National Human Genome Research Institute put forth 
a vision on the questions and challenges that could now be 
addressed (23). Part of this document discussed “Quantum 
Leaps”, or hypothetical technological advances that could 

“revolutionize biomedical research and clinical practice”. One 
of these advances focused on improving DNA sequencing 
technology: “The ability to sequence DNA at costs that are 
lower by four to five orders of magnitude than the current 
cost, allowing a human genome to be sequenced for $1,000 
or less”. Several new methods [termed massively-parallel 
sequencing (MPS) or next-generation sequencing] have 
been developed that essentially increased the numbers of 
molecules that could be interrogated at the same time [light-
based pyrosequencing (24); ligation (25); sequencing-by- 
synthesis (26); single polymerase (27); patterned nanoarrays (28);  
semiconductor pH-based pyrosequencing (29)]. Each 
technology has features and advantages that make each suited 
for particular applications. Generally, available platforms 
offer either much longer sequences (suitable for de novo 
sequencing or other application needing long sequences) 
or high numbers of sequences (suitable for re-sequencing 
and variant/mutation detection, which is common in cancer 
studies). An updated overview of features is listed in Table 1; 
for a more in depth look at the underlying technology and 
evaluation of the different platforms, see comparisons from 
Niedringhaus et al. (30) and Liu et al. (31). Although analysis 
methods may change slightly depending on the technology, 
as error models can be different across platforms, many tools 
address the unique aspects of the more common platforms. 
The introduction and continuing improvements to these 
methods have resulted in a cost decrease per whole human 
genome of about four orders of magnitude (http://www.
genome.gov/sequencingcosts/), along with dramatically 
reduced time to sequence a whole genome. Future 
technologies, including nanopore-based sequencing, aim to 
reduce costs and time even further.

Technological advances in sequencing have resulted in 
many new challenges. Many of the challenges result from the 
hundreds of millions of reads or more that can be generated 
for a single sample. Even before samples were loaded onto 
a sequencing instrument, the cost decrease suddenly made 
PCR-based target selection the main time and cost bottleneck. 
In response to this challenge, new methods were developed 
to perform massively parallel target selection, allowing 
simultaneous targeting the coding regions of hundreds and 
eventually tens of thousands of genes [Molecular Inversion 
Probes (32), Microarray-based Genomic Selection (33), and 
Solution Hybrid Selection (34); compared in (35,36)]. These 
methods have undergone steady improvement, and form 
the basis of many commercial products that can target a few 
genes up to the whole exome. Many commercial offerings are 
now focusing on cancer with the release of cancer panels for 
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both research and clinical use. More recent improvements 
to sample preparation are focused on automation, resulting 
in reduced hands-on time, cost, and variability. Therefore, 
sequence generation is not only becoming faster and cheaper, 
it is becoming easier as well.

Massively parallel sequencing: analysis

Even as the cost, time, and human effort required to 
generate sequence data are all decreasing, the large 
amount of data is constantly increasing, and is resulting in 
many analytical challenges. Fundamentally, the output of 
sequencing instruments has been exceeding the increase in 
computing power since the introduction of MPS methods 
(http://www.genome.gov/sequencingcosts/, Moore’s Law is 
reflected as hypothetical data illustrating the reduction in 
computing cost). In addition, most computational methods 
developed for the Human Genome Project were designed 
with fewer numbers of longer sequences in mind, and 
therefore were often not able to scale up to analyze tens 
to hundreds of millions of sequences in short timeframes. 
Many new computational approaches have been developed 
at all stages of the data analysis pipeline, allowing for rapid 
analyses that are tailored to the specific error models and 
sequence configurations of MPS data. A discussion of the 

major stages (Figure 1) and some of the more commonly 
used software tools for DNA sequence analysis follows. 
For an evaluation of MPS analysis software, see the recent 
review by Pabinger et al. (37). Analysis of RNA sequence is 
treated in a final section. Some of the discussed tools have 
been used in the pan-cancer papers highlighted in the latter 
part of this review. These studies offer a variety of examples 
of MPA uses and analysis methods in cancer research.

Alignment

The first step in deriving biological meaning from a 
sequence of bases is determining the sequence location or 
“alignment” in the human reference genome. The primary 
challenges in alignment of sequences, or “reads” from 
MPS experiments include the large number of reads and 
the shorter length (currently up to ~300 base pairs for high 
volume technologies). These features result in the need to 
align many more sequences to the human genome. Each 
read also has the possibility of many alignments due to the 
repetitive nature of the human genome and the short length 
of reads (which may not span repetitive regions and “anchor” 
the read with unique sequence). The most commonly 
used methods currently implement the Burrows-Wheeler 
transform, a lossless data compression technique (38). These 

Table 1 Features of commercially available sequencing technologies

Technology Commercial platform
Read length 

(bases)
Approx. output (reads/run time) Advantages

Light-based 

pyrosequencing

Roche 454 (GS FLX+) Up to 1,000 1 M/23 hrs Long reads

Ligation Life Technologies SOLiD 

(5500 W series)

1×75; 2×50 2.5 B/7 days (30-45 Gb/day) High accuracy; 

lower cost

Sequencing by 

synthesis

Illumina  

(MiSeq, NextSeq 500, 

HiSeq 2500, X Ten)

MiSeq: 2×300; 

NextSeq: 2×150; 

X Ten: 2×150

MiSeq: 25 M/2.7 days (5.5 Gb/day); 

NextSeq: 400 M/1.2 days (96 Gb/day); 

X Ten1: 600 M/3 days (60 Gb/day)

High accuracy; 

many platforms from 

long-reads or short runs, 

to lowest cost per base

Single polymerase Pacific Biosciences 

(RS II)

5.5-8.5 kb avg. 

>24-30 k max

50 k/3 hrs (2.2-3 Gb/day2) Longest read length; fast 

run time

Semiconductor 

pH-based 

pyrosequencing

Ion Torrent (Proton) Up to 200 

(PII up to 100) 

80 M/4 hrs 

PII: 330 M/4 hrs (20-60 Gb/day3)

Fast run time; 

low cost

Output and relative cost figures were retrieved from the manufacturer’s website when possible, and from the allseq.com 

knowledge bank. 1, The Illumina X Ten system is made up of ten instruments; output is shown for a single instrument for 

comparison purposes; 2, Pacific Biosciences output assumes 8 runs per day at 3 hours each (possible due to instrument 

automation; 3, Ion Torrent output assumes 2 runs per day at 4 hours each (due to manual loading of the sequencer).
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include bowtie (39), SOAP2 (http://soap.genomics.org.cn/
soapaligner.html) and BWA (40). Other common alignment 
tools include NovoAlign (http://www.novocraft.com/) and 
MOSAIK (41).

Genotype determination

Genotype determination (or calling) in cancer is divided into 
two different types of genetic variation: germline (inherited) 
variants and somatic mutations, both of which contribute 
to cancer progression. Inherited variants have been shown 
to contribute to cancer susceptibility as high-penetrance 
variants observed in various syndromes (for example TP53, Li-
Fraumeni; APC, Familial Adenomatous Polyposis; BRCA1/
BRCA2, Hereditary Breast and Ovarian Cancer Syndrome) 
and as lower penetrance variants contributing to increased 
risk in a broader portion of the population. Identification 
of inherited variants is often performed using normal tissue 
in order to avoid confounding somatic mutations. Current 
software approaches generally use a Bayesian model, as 
implemented in SAMtools (42), GATK (43), MPG (35), 

FreeBayes (44), and others. These software tools can also be 
used to identify somatic mutations that distinguish tumor 
cells from normal, but there are caveats to this approach: (I) 
it is not possible to precisely separate the inherited variants 
from the somatic mutations without a matched normal 
sample, even with population genomics data like the 1,000 
Genomes project; (II) default settings, especially for filtering, 
may not be appropriate for cancer somatic mutation data; 
(III) more powerful approaches exist for directly comparing 
tumor and matched normal sequences. We have observed 
(Teer JK, manuscript in preparation) that GATK in particular 
is tuned for population variation discovery, and the default 
settings result in very few known somatic mutations passing 
the Variant Quality Score Recalibration step. Users should 
carefully examine default settings when attempting to use 
these methods. Many studies have used these tools to examine 
germline variants contributing to cancer [for example: (45-47)].  
We have also applied exome-wide germline variant discovery 
to identify cancer-susceptibility variants in a non-cancer cohort 
of 572 individuals, highlighting some of the expectations and 
issues that may arise from general genetic screening (48). 

Figure 1 Sequencing analysis schematic. Diagram illustrating the different analysis steps for common cancer DNA and RNA sequencing 
experiments. Analysis steps depend on the type of experiment and the question being asked, but multiple analyses on the same data set are 
possible.

QC

Align to 
reference

(intron aware)
Align to 

reference

DNA RNARaw 
sequence

QC

Refine
(mark duplicates, recalibrate 

quality, realign indels) 

Call genotypesDetect mutations
using tumor/normal

Annotate

Differential
splicing

Differential
expression

Gene fusion

Downstream analyses:
enrichment, function,

association, confirmation

Count reads Assemble 
transcripts

Calculate 
expression 
difference

Fusion 
detection

Splicing 
detection

Variant 
type

Exon 
counts or 
assembly

Analysis 
type

GermlineSomatic



247Translational Cancer Research, Vol 3, No 3, June 2014

© Pioneer Bioscience Publishing Company. All rights reserved. Transl Cancer Res 2014;3(3):243-259www.thetcr.org

To overcome the inability to precisely separate inherited 
variants from somatic mutations, it has become common 
practice to sequence both a tumor sample and a matched 
normal sample from the same individual. Variants observed 
only in the tumor, and not in the normal sample are inferred 
to be somatic mutations (tumor specific), and variants 
observed both in the tumor and in the normal are inferred 
to be inherited variants (present in all tissues.) Although 
variants can be determined for tumor and normal samples 
independently (using the Bayesian tools described above) and 
then compared, several groups have found that results are 
improved when directly comparing the aligned sequences 
of these samples. This approach allows simultaneous 
examination of all observed bases from both samples at a 
given position. False positive differences are ignored if there 
was evidence of a variant in the normal sample (but not 
enough to actually assign a variant genotype). Additionally, 
variants at low frequency in the tumor can still be identified if 
the variant allele frequency is significantly higher compared 
to the normal. Therefore, a simultaneous consideration of 
the sequenced bases in both samples increases both sensitivity 
and specificity, although it does double the experimental cost. 
This general approach is implemented in VarScan/VarScan 
2 (49,50), Strelka (51), SomaticSniper (52), MuTect (53),  
and Shimmer (54). These programs have been recently used 
to identify somatic mutations in the various Cancer Genome 
Atlas (TCGA) mutational landscape studies and others, 
resulting in a catalog of mutations and frequencies across 
different tumor types.

Variant annotation 

Variant annotation adds context to individual variants, and 
includes a range of information: whether a variant is coding, 
the predicted amino acid change, whether that amino acid 
change might be detrimental to protein function, and 
whether that amino acid change has been observed before. 
There are now many tools for gene-based annotation; some 
can be run locally [ANNOVAR (55), snpEff (56)] while others 
are run by sending data to external servers [SeattleSeq (57)].  
Each tool offers different features and output formats, so 
users should determine which one (or more) best fits their 
needs. 

In addition to these tools, many databases exist with 
information about genetic variants (Table 2). These external 
resources are informative in a variety of different ways. They 
can help identify how often a variant has been observed 
in human populations: 1,000 Genomes (58), NHLBI GO 

Exome Sequencing Project (ESP, http://evs.gs.washington.
edu/EVS/), and ClinSeq (59). Resources like the Catalog 
Of Somatic Mutations In Cancer (COSMIC) (60), TCGA 
(http://cancergenome.nih.gov/), and the International 
Cancer Genome Consortium (ICGC) (61) can be used to 
determine whether a variant has been observed in cancer, 
in which tumor types, and how frequently. Genotype-
phenotype relation datasets can also be used to better 
understand a variant’s potential impact, and include Online 
Mendelian Inheritance in Man (OMIM, http://omim.
org/), ClinVar (62), the Human Gene Mutation Database 
(HGMD) (63), and My Cancer Genome (http://www.
mycancergenome.org). Finally, Drug Gene Interaction 
Database (DGIdb) (64) aggregates drug-gene interaction 
information from a variety of sources to better understand 
the function and therapeutic relevance of a given gene. 
These resources can be used to give contextual information 
to mutations from cancer samples, allowing prioritization of 
the many mutations using existing knowledge.

In silico functional prediction tools use various aspects 
of the genomes, gene structures, and protein domains 
to infer the biological impact of a mutation. There are 
an increasing number of options, including: SIFT (65), 
SNAP (66), PolyPhen2 (67), and several specific for cancer 
mutations: CHASM (68), mCluster (69), and transFIC (70). 
Several tools aggregate the results of other methods to give 
a meta-score, including Condel (71) and a cancer-specific 
tool CanPredict (72). FunSeq is specifically designed for 
detection of functional non-coding mutations, based on 
evidence of negative selection from the 1,000 Genomes 
project and functional importance from the ENCODE 
project (73). The accuracy of these tools varies (74-76),  
and the general consensus is that they are useful for 
prioritization, but not for definitive rulings on the effect 
of a given mutation. Many of the tools demonstrate usage 
scenarios as part of their published papers, offering readers 
a chance to evaluate the utility of the resulting information 
for cancer studies.

Structural variation detection 

Larger chromosomal abnormalities have long been known to 
contribute to cancer development and progression. Massively 
parallel sequencing experiments can be used to detect 
chromosomal copy number variants (CNVs), translocations, 
and other structural variations (SVs). Different approaches 
are used to detect each type of aberration. CNVs are 
generally detected using read depth differences. As the 
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read depth in whole genome sequence data is generally 
homogeneous, deviations from the mean depth can be used 
to detect CNVs, as in RDXplorer (77) and CNVnator (78). 
Detecting copy number variation in targeted sequencing 
experiments using read depth is more challenging, as the 
genomic capture process introduces significant read depth 
heterogeneity among regions. Methods to detect somatic 
CNVs in cancer overcome this issue by directly comparing 
read depths between a tumor and matched normal. This 
approach is used by ExomeCNV (79) and VarScan2 (50).  
Pools of unmatched normal samples are used for comparison 
by CONTRA (pooled normal control) (80) and EXCAVATOR 
(single or pooled normals) (81). Finally, two tools use singular 
value decomposition to normalize each target region across all 
samples: CoNIFER (82) and XHMM (83).

Although MPS technologies often have shorter read 
lengths than capillary-based sequencing, paired-end 
methodologies (in which both ends of a DNA fragment are 
sequenced) allow inference of the unsequenced part of a 
molecule. The geometry of the sequence pairs (how far apart 

from each other they align on the human reference versus 
the expected fragment size, the orientation with which they 
align, and the chromosome each pair comes from) allows 
for indirect detection of structural variation events when 
the breakpoint lies within the fragment. BreakDancer (84) 
and SVDetect (85) use this geometry approach to identify 
read pair orientations indicating a structural anomaly. Other 
methods use a split-read approach, where the breakpoint 
can be found in the sequence itself: Pindel (86) and 
Splitread (87). Packages like DELLY (88) combine short 
and long insert geometry methods with split-read methods 
to improve accuracy. Pindel can use BreakDancer results 
to further refine its detection as well. BreakSeq (89) uses 
an alternate method: it aligns reads to a custom breakpoint 
database derived from multiple studies. These methods 
apply an alternate approach to detect chromosomal 
rearrangements commonly observed in cancers. Finally, 
several methods have recently been developed to quantitate 
the underlying subclonal fractions from paired tumor/
normal whole genome sequence based on copy number 

Table 2 Online sources of sequencing information

Resource URL Sample size Description

1,000 genomes 

project

http://www.1000genomes.org/data 1,092 Genetic variation in the global population

NHLBI ESP http://evs.gs.washington.edu/EVS/ 6,503 Genetic variation in various cohorts, including 

cardiovascular

ClinSeq http://www.ncbi.nlm.nih.gov/SNP/snp_

viewTable.cgi?pop_id=15248

662 Genetic variation in a clinical research cohort

COSMIC http://cancer.sanger.ac.uk/

cancergenome/projects/cosmic/

981,720  

(8,236 whole genomes)

Somatic cancer mutations from primary 

literature

TCGA http://cancergenome.nih.gov/ 8,311 Multiple molecular datasets from different 

human cancers

ICGC https://www.icgc.org/ 4,924 Multiple molecular datasets from different 

human cancers

OMIM http://omim.org/ – Database of genes, genetic phenotypes

ClinVar https://www.ncbi.nlm.nih.gov/clinvar/ – Database of genotype-phenotype relationships

HGMD http://www.hgmd.cf.ac.uk/ac/index.php – Database of genotype-phenotype relationships

My cancer 

genome

http://www.mycancergenome.org/ – Database of genotype-phenotype-therapeutic 

relationships 

DGIdb http://dgidb.genome.wustl.edu/ – Aggregate database of drug-gene interactions

Resources include public sequencing datasets (cancer and normal/non-cancer) and genotype-phenotype databases. Sample size 

indicates individuals with sequence data as described by each website. ESP, Exome Sequencing Project; COSMIC, Catalogue of 

Somatic Mutations in Cancer; TCGA, The Cancer Genome Atlas; ICGC, International Cancer Genome Consortium; OMIM, Online 

Mendelian Inheritance in Man; HGMD, Human Gene Mutation Database; DGIdb, Drug Gene Interaction Database.
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profiles: somatiCA (90) and THetA (91). Tools like these 
allow for a better understanding of the heterogeneity of a 
given tumor, which is likely an important aspect of therapy 
resistance and relapse.

Significantly mutated

The detection of somatic mutations in different tumor types 
has made it clear that not all mutations are functional and 
that many are incidental “passenger” mutations. There is 
therefore a need to distinguish incidental mutations from 
those that may be driving the oncogenic process. In silico 
tools that identified potential drivers based on predicted 
impact such as CHASM were previously introduced, but 
the increased number of tumor samples with sequence data 
allows the use of statistical approaches, which generally 
identify those positions or genes that are mutated more 
frequently than expected by chance. This would suggest 
that these frequently mutated positions might actually be a 
selection event required for oncogenesis. Tools to perform 
these calculations include MuSiC (92) and MutSig (93) 
(SNVs and indels) and Gistic (94) (CNVs). Other methods 
exist that use alternate non-recurrence approaches (and 
are therefore complementary to the previous methods). 
Multi-Dendrix (95) identifies pathways based on gene sets 
mutated in many patients, but with mutual exclusivity within 
a patient. Oncodrive-fm (96) identifies potential driver 
genes based not on mutation recurrence, but on the bias of 
observed mutations towards higher in silico functional impact. 
OncodriveCLUST identifies genes with localized mutation 
clusters (97). ActiveDriver identifies genes of interest based 
on mutation enrichment in phosphorylation regions (98).  
These methods are useful tools to distinguish genes 
important for tumor progression, particularly in cancers 
with high mutation rates. These tools offer complementary 
approaches to identify driver genes and mutations, and many 
have been used in TCGA mutation landscape studies, as well 
as the pan-cancer studies reviewed below.

RNA-seq 

In addition to genetic information gained from sequencing 
genomic DNA, MPS technologies can be used to quantitate 
RNA levels. Analysis of RNA sequence data brings several 
additional challenges. RNA sequence alignment is more 
difficult due to the absence of introns, which appear as very 
large gaps when aligning to the complete genome reference. 
Although methods exist for intron-aware alignment  

[BLAT (99)], the large number of sequences from a 
single experiment has required new approaches that scale 
appropriately. Several new alignment methods have been 
developed to account for introns and determine accurate 
alignments across these gaps (including novel exon-exon 
junctions). These include GSNAP (100), MapSplice (101),  
SOAPsplice (102),  STAR (103),  CRAC (104) and  
Tophat2 (105). Several groups have undertaken comparisons 
of different aligners, and have shown that while some 
methods have higher sensitivity and specificity, there is no 
one method that stands out and all methods have splice-
junction misalignments (106-108). Based on the finding of 
these comparisons, some groups have developed combined 
approaches that apply a variety of filters to data from existing 
aligners, thereby improving sensitivity and specificity:  
RUM (106) and FineSplice (108).

Following alignment, the goal of many RNA sequencing 
experiments is to identify differentially expressed genes. 
One class of methods uses approaches similar to those 
developed for expression microarray analysis: counts 
across defined regions are compared between groups. 
These methods have been adapted to address the various 
differences between array and sequence data. DEseq (109), 
edgeR (110), and baySeq (111) test for differences assuming 
a negative binomial distribution of sequence counts at each 
gene. A recent method, voom (112), allows incorporation 
of mean-variance relationship estimates into the linear 
modeling approach implemented in the microarray 
analysis package limma (113). A second approach generates 
full transcript models via assembly of sequence reads  
[Cufflinks (114)], enabling discovery and investigation of 
known and unknown transcripts. A method for variance 
estimation and differential expression calculation of these 
identified transcripts has also been developed [Cuffdiff 
2 (115)]. There have been several comparisons of these 
differential expression techniques (116-118), which reveal 
various differences between the methods with no one 
method being optimal under all conditions. Therefore, 
careful consideration of the pros and cons of each method 
will be important for data analysis planning.

RNA sequencing also enables identification of gene 
splicing patterns and quantification of differential isoform 
expression. Although cutting edge, several methods have 
been developed to compare relative isoform abundance 
from RNA-seq data. (Note that there is a larger body of 
software available to investigate splicing events; the focus 
here is on differential splicing between samples.) Some 
methods examine read counts on each exon relative to the 
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whole gene [DEXseq (119)], others consider the exon-
exon junction counts representing different isoforms: 
ALEXA-seq (120), MISO (121), MATS (122), and 
SpliceSeq (via predefined junction graphs) (123). Tools like 
SplicingCompass (124) combine these approaches. Others 
methods merge assemblies or graphs of RNA-seq data 
into whole or partial isoforms for comparison: Cufflinks 
(114,115) (whole isoform) and DiffSplice (125) (alternative 
splicing modules, or informative isoform subregions). To 
assist with interpretation of complex splicing patterns, many 
of the tools come with visualization capabilities: DEXseq, 
ALEXA-seq, MISO (via “sashimi-plots”), SpliceSeq, 
SplicingCompass, and DiffSplice (via gtf files that can be 
viewed in genome browsers).

The ability of RNA-seq to determine the exact sequence 
of an RNA molecule enables the detection of fusion 
transcripts that result from chromosomal structure variations, 
including many common gene fusions observed in cancers. 
Since processed RNA molecules are being interrogated, 
functionally important structural variants can be detected 
by examining gene structure. Although the exact breakpoint 
may not be apparent (if it was in an intron), the functional 
consequence, including shifts in reading frame, is detectable. 
Most methods use discordant read pair alignment, split-
read alignment, or a combination of both: GSNAP (100), 
MapSplice (101), FusionMap (126), deFuse (127), TopHat-
Fusion (128), ChimeraScan (129), and SOAPfuse (130). 
Break-Fusion (131) starts with an alignment approach, and 
then adds local assembly, contig realignment, and a novel 
chimera score to increase sensitivity for rare events. These 
methods enable detection of functionally important SVs 
and oncogenic gene fusions, and can detect variations that 
targeted genome sequence may not with similar amounts of 
sequence data.

The landscape of tumor mutations

The key advantage of MPS technologies is the reduced 
cost and time needed to sequence a sample. This allows for 
more samples to be investigated than has previously been 
possible. Although many important genetic mutations have 
been discovered with earlier methods (see introduction), 
MPS technologies have enabled the investigation of more 
samples in a greater variety of cancers. This increase in 
available information and statistical power has resulted in 
the identification of many new genes thought to be involved 
in cancer biology. Efforts by large, international consortia, 
including TCGA and ICGC, have yielded detailed 

characterizations of the common somatic genetic alterations 
in a variety of different tumor types. These findings have 
been recently reviewed in (132-134).

Putting it all together: pan-cancer studies 

Somatic mutations

The advantage of investigating more samples goes beyond 
better characterization of individual diseases. Datasets 
generated from individual cancers can now be examined 
together to compare and contrast across tumor types. 
A number of groups have recently reported pan-cancer 
analyses of somatic mutations, resulting in refined lists of 
likely driver genes. These studies often utilized data from 
the TCGA project, including ~3,200 samples across 12 
different tumors. Tamborero et al. have applied different but 
complementary approaches for detection of significantly 
mutated genes to arrive at a high confidence list (135). A 
total of 291 potential driver genes were identified from 
the TCGA dataset based on a combination of higher than 
expected mutation rates, functional mutations, clustered 
mutations, and mutations in phosphorylation regions. The 
authors also determined the number of protein altering 
mutations in each sample, and found that the median 
driver mutation count per sample is close to previously 
hypothesized counts (5-7 in epithelial), which suggested 
that driver detection is “close to saturation”. Although 
known cancer genes like TP53 and PIK3CA were mutated 
across tumor types, they also identified 16 genes that were 
preferentially mutated in one tumor type. Functional bias 
was specifically used by Reimand et al. to examine mutations 
in phosphorylation regions (136). Seventy nine genes were 
mutated at an exact phosphorylation site, and 150 genes 
were enriched in phosphorylation-related mutations. The 
authors also identify “network-rewiring mutations” that 
are predicted to alter kinase-substrate interactions. Both 
studies demonstrate the importance of including functional 
considerations when identifying driver genes.

Kandoth et al. used the MuSiC pipeline to identify 127 
significantly mutated genes in the TCGA dataset (137). 
They also showed the distribution of mutations in each 
tumor type, and found that while most tumor types have 
mutation rates that fell into a few groups, UCEC and 
COAD/READ had five and six groups each, some of which 
had mutation rates >100 fold higher than other groups in 
each disease. Samples with these high mutation rates were 
often associated with mutations in DNA repair pathway 
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genes. This observation highlights the fact that tumors of 
the same type often have very distinct mutational profiles. 
The authors also detected genes mutated across all and 
within specific tumor types. Significantly mutated gene 
pairs were tested for co-occurrence and mutual exclusivity, 
and many interactions were observed. Mutation status was 
correlated with clinical outcomes across tumors: associations 
were found between BAP1, DNMT3A, KDM5C, FBXW7, 
and TP53 mutations and poor outcome, whereas BRCA2 
and IDH1 correlated with improved outcomes. Although 
not all associations reached statistical significance, this 
highlighted genes that may be useful prognostic markers 
across tumor types. Finally, the authors used variant allele 
frequency to determine clonal heterogeneity, and inferred 
mutation progression based on the relative mutation allele 
frequency within a sample.

One of the strengths of the TCGA project is the 
availability of multiple data types for every sample; the 
integration of different molecular information sources 
can yield a deeper knowledge of cancer biology. Ciriello 
et al. have combined mutation, copy number, and DNA 
methylation data to identify tumor subclasses (138). They 
identified “significant functional events”, characterized genes 
as being altered or not, and identified subclasses based on 
the alteration signatures. The main finding was the presence 
of two major groupings based primarily on recurrent point 
mutations or copy number changes. Interestingly, samples 
with high numbers of functional events had either many 
somatic mutations or many copy number changes, not 
both. The authors described this observation as the “cancer 
genome hyperbola”. The exception to this finding was 
TP53, which was highly mutated in copy-change tumors 
(owing to its role in genome integrity.) The authors found 
that the subclasses were not unique to individual tumor 
types, but were variably observed across tumor types. This 
supports the hypothesis that certain drug combinations 
could be effective in specific cases across tumor types based 
on the genomic alteration profile of a tumor. The authors 
suggested that this type of classification could be used for 
the design of “basket trials”, where molecular classification, 
and not tumor type, is used for patient selection.

Using sequence data from the TCGA project and 14 
internal projects (for a total of 21 tumor types), Lawrence 
et al. applied the most recent version of MutSig to identify 
candidate cancer driver genes (139). Using a larger sample 
size [4,742], more tumor types, and a more aggressive 
false discovery rate (0.1), they identified 224 genes using 
a tumor-type specific analysis, and 114 genes using a 

combined analysis. The combined analysis yielded an 
additional 50 genes not seen in the individual analyses, 
highlighting the benefit of the pan-cancer approach. The 
individual approach is also still useful, however, as 140 
of the 224 genes found to be significant in the individual 
approach were not significant across all samples (many of 
these genes were specific to only a few tumor types). The 
authors then performed a saturation analysis to determine 
whether sequence information from additional samples 
would lead to the identification of more significant driver 
genes. This was accomplished by determining the number 
of significant genes identified after analyzing smaller and 
smaller subsets of the existing dataset. They found that 
the number of significant genes increases approximately 
linearly, indicating that more genes would be discovered 
with additional samples. Based on a “restricted hypothesis 
testing” experiment, they determined that many genes 
known to be significant in one tumor type would become 
significant in others, and that adding new tumor types will 
likely add new “tumor specific” genes. They also suggested 
that there are still new, infrequently mutated genes to 
be discovered. A power calculation was employed to 
determine how many samples would be needed to identify 
undiscovered genes: they estimated that 650-3,500 samples 
per tumor type would be needed (more samples needed 
when a higher mutation rate is observed.)

Recent pan-cancer studies have resulted in an increase 
in the number of potential cancer driver genes, and better 
characterization of their mutation frequencies across a variety 
of tumor types. The main findings from these studies suggest 
that many significantly mutated genes are commonly mutated 
across cancer types, supporting the notion of core pathways 
being important for all cancers. Other genes are more 
highly mutated in certain tumors, demonstrating that tumor 
specific pathways are important as well. These overall and 
tumor specific mutation patterns have proven to be useful to 
summarize and classify tumors. However, the knowledge of 
specific mutations in an individual tumor will be critical for 
understanding the oncogenic progression for that patient’s 
disease, which will eventually allow for an individualized 
approach for treatment.

Mutational profiles at the base level

In addition to driver gene discovery, MPS has also been 
used to summarize the patterns of nucleotide changes within 
tumors. A recent study has examined mutation profiles in 
7,042 cancer samples across 30 tumor types (a combination 
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from TCGA, ICGC, published datasets, and internal 
datasets) (140). Single nucleotide mutations and their 
flanking bases were identified, followed by unsupervised 
clustering methods to define the mutational groups. This 
resulted in 21 validated mutational signatures. The most 
prevalent signature (combination of 1A and 1B, seen in 
83% of samples) was related to age via possible deamination 
of 5-methyl-cytosine bases at NpCpG locations. This 
was the only signature showing a correlation with age of 
diagnosis. Other signatures were suggested to result from 
APOBEC-mediated deamination, smoking, UV damage, 
DNA metabolism changes, and chemotherapy based 
on the specific mutation profile. In some cases, further 
associations were performed linking mutation profile to a 
potential cause (for example, smoking history was positively 
associated with the presumed smoking signature). A number 
of signatures resulted from as yet unknown mutagenic 
events. Combinations of different signatures were observed 
in most individual cancer samples. The authors also 
observed “localized substitution hypermutation”, which 
they previously termed “kataegis” (141). These clusters 
of C>T and/or C>G mutations were observed in many 
cancer types in this study, including in >50% of breast, 
pancreas, lung, CLL, B-cell lymphoma, and ALL samples. 
The authors suggested that the mutational profile in solid 
cancers might have resulted from APOBEC deaminase 
activity. The characterization of these mutational signatures 
is an important step in understanding the biology of cancer 
initiation. Knowledge of these signatures will make for 
useful comparisons against the mutation profiles of a variety 
of mutagens and other DNA insults and perturbations, 
especially for the profiles without a known cause. This 
may eventually lead to a better understanding of molecular 
processes and environmental agents that cause cancer 
through genetic mutation.

In the previous study several mutational signatures, 
including kataegis, were suggested to be the result of 
increased APOBEC activity (140). Two additional studies 
have focused on the potential role of the APOBEC 
deaminases in mutation events leading to tumorigenesis. In 
the first study, Burns et al. examined APOBEC3B expression 
levels [previously shown to have a role in breast cancer (142)]  
across 19 tumor types from the TCGA project (143). They 
found that APOBEC3B expression is higher in tumor 
samples (compared to normal) particularly in bladder, head 
and neck, lung adenocarcinoma, lung squamous carcinoma, 
and cervical cancer. Mutation counts at CG bases correlated 
with APOBEC3B expression. APOBEC3B expression levels 

also correlated with overall mutation counts across tumor 
types, as well as with clustered mutations (kataegis). In a 
separate study, Roberts et al. analyzed sequence data from 
previous publications and the TCGA project (2,680 samples 
from 14 cancer types) for evidence of APOBEC induced 
mutations (144). They started by defining a stringent 
APOBEC motif, and then looked for evidence of enrichment 
of this APOBEC motif over similar background mutations. 
They observed clustered mutations, further suggesting 
that the kataegis process may be related to APOBEC 
activity. Mutations were examined across tumor types, 
and a number of tumor types were enriched for APOBEC 
mutations: bladder, cervical, head and neck, breast, lung 
adenocarcinoma, and lung squamous carcinoma. From 
experiments with whole genome data, the authors suggest 
all cancer types have a background of APOBEC driven 
mutation, but some cancer types have a heavy enrichment, 
and can have frequencies as high as 68%. They also showed 
higher expression of APOBEC family members in tumors, 
and that this expression (particularly APOBEC3A and 
APOBEC3B) correlated with number of APOBEC induced 
mutations. 

Massively parallel sequencing has enabled broad 
investigation and characterization of the patterns of DNA 
alteration in many different tumor types. In some cases, these 
patterns agree with known DNA alteration mechanisms. 
The APOBEC family of deaminases has now been shown to 
be a major contributor to the mutational burden in cancer. 
While more patterns are likely to be discovered, there are 
many today that are not linked to a biological mechanism, 
suggesting that there is still much to learn about DNA 
metabolism and the agents that may affect this process.

Beyond nonsynonymous 

Although sequencing studies have focused on protein 
altering mutations, non-coding mutations have been 
l inked to  cancer :  promoter  mutat ions  (145,146) 
and synonymous mutations (147) in melanoma, and 
synonymous rare variants in Fanconi Anemia (148). Two 
recent pan-cancer sequence analyses further reveal the 
importance of non-coding mutations. Khurana et al. used 
population genomics approaches to identify functionally 
important non-coding regions of the human genome using 
1,000 Genomes and ENCODE project data (73). Known 
cancer genes were shown to be the highly enriched for 
rare coding polymorphisms, suggesting this approach 
can effectively identify cancer driver genes. Noncoding 
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regions with rare polymorphism enrichment similar to 
that observed in coding cancer genes (highly constrained 
regions) were identified and categorized based on known 
functions. These categories included transcription factor 
(TF) binding motifs for specific TF families, and were 
shown to be highly enriched for known human disease 
variants. Somatic mutations from three cancer types 
(prostate, breast, medulloblastoma) were identified and 
characterized based on these constrained categories. 
The authors found that somatic mutations are enriched 
for deleterious classes compared to germline variants, 
including at noncoding positions. Recurrent mutations 
were observed in noncoding regions, further suggesting 
noncoding mutations may be driving tumorigenesis. 
Ninety eight candidate noncoding drivers were identified 
in breast and prostate cancer genomes using their method 
implementation, FunSeq.

In a separate approach, Supek et al. investigated the 
contribution of synonymous (silent) mutations (149). 
Synonymous mutations in a curated list of potential driver 
genes were identified in 3,851 samples across 11 tumor 
types. Synonymous mutations were enriched in oncogenes 
compared to the matched control genes, but not in tumor 
suppressor genes (excepting TP53). Interestingly, although 
genes with frequent non-synonymous mutations also had 
frequent synonymous mutations, these did not co-occur 
in the same sample. The authors showed that the most 
common functional effect of synonymous mutations was the 
disruption of splicing. Potential splicing disruptions were 
enriched only in oncogenes, not tumor suppressors. This 
functional prediction was confirmed using RNA-seq data on 
2,000 samples from the same individuals; high association 
between alternate exon usage and synonymous (but not 
non-synonymous) mutations was observed. The authors 
estimate that “half of the putative synonymous drivers 
are associated with splicing changes”, demonstrating the 
importance of silent mutations.

These studies demonstrate that the less studied 
non-coding or synonymous mutations contribute to 
tumorigenesis. Protein altering mutations are more 
frequently studied due to the greater understanding of 
amino acid changes, but the importance of other mutations 
has now been clearly demonstrated. These studies suggest 
that samples lacking known driver mutations may have 
noncoding or synonymous mutations affecting the same 
genes and pathways. These mutations should therefore be 
an important target for future studies, as they may account 
for many cases of “missing drivers” observed in studies 

focusing exclusively on protein altering mutations.

Non-human genetic contributions to cancer

The majority of sequencing studies have focused on human 
DNA to identify oncogenic events. However, it is widely 
appreciated that viruses are significant contributors to human 
cancers. Viral sequences in tumor cells have been specifically 
examined in 4,433 samples across 19 tumor types from 
the TCGA project (150). Viral mRNA was identified by 
subtraction of sequences that aligned to the human reference 
genome, characterization against viral reference genomes, 
and then quantitation across tumor types. Known associations 
were confirmed: human papillomavirus (HPV) was detected 
in 96.6% of cervical cancers and hepatitis B virus (HBV) was 
detected in 32.4% of liver cancers. Interestingly, the authors 
did not see extensive evidence for Epstein-Barr virus in breast 
invasive carcinoma, nor cytomegalovirus in glioblastoma 
multiforme. Although these viruses have been suggested to 
be involved in these particular cancers, this study revealed no 
significant role based on detection of viral sequence. They 
find HPV in other tumors, including head and neck and less 
commonly in bladder, lung squamous, uterine, and a few 
colorectal cancers. Viral integrations were observed, and 
recurrent integrations were seen in or near known cancer 
genes (MYC, ERBB2, RAD51B, MLL4, FN1). Differential 
expression among head and neck samples with and without 
HPV presence was determined: 597 host genes with ≥4-fold 
expression differences were identified, including cell cycle 
regulatory genes and oncogenes. Many of these differentially 
expressed genes had not been previously associated with HPV 
infection. Application of MPS to examine infectious agents 
has helped clarify the role viruses play in cancer biology.

Conclusions

MPS has expanded our knowledge of cancer biology due to 
the greater amount of sequence information that can now 
be easily generated. This has resulted in the identification 
of potential cancer driver genes new to specific tumor 
types, and across all tumor types. Specific mutation 
patterns and new underlying mutagenesis mechanisms 
have been clearly defined and provide tools for further 
identification of mutagenic agents and processes that may 
contribute to cancer incidence. Functional mutations that 
do not directly alter protein sequence have been shown, 
suggesting that many unknown drivers could be explained 
by non-protein altering mutations in known driver genes. 
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Viral contributions to cancer can now be examined and 
characterized on a large scale, together with information 
about the tumor itself. Indeed, genetic information has 
highlighted molecular similarities across different tumor 
types, and differences within the same tumor type. The 
reduced costs of sequencing technologies (as of this writing, 
$1,000 for a whole human genome) make it possible 
to further pursue these advances in the broader patient 
population.

As MPS technologies are recent developments resulting 
in large amounts of data, analysis methods will continue 
to mature. Software performance will need to improve 
due to the continued decrease of sequencing cost (at a 
rate faster than computational performance is increasing). 
New methods to integrate the many data sources now 
becoming available will also be needed, including both for 
discovery and for annotation with existing information. 
Many investigators are answering this challenge and more 
software tools are being developed, therefore standard 
frameworks for software evaluation will benefit researchers 
looking to choose from among these new tools. Availability 
and utility of analysis software is an important component 
of sequencing research, as it allows any interested 
investigator to test published findings, and generate their 
own discoveries.

Recent large-scale sequencing analyses in cancer have 
described and characterized the mutations observed across 
a range of tumor types. The current “landscape era” is 
essential to build our understanding of the molecular 
processes in cancer, but future research will move beyond 
description and characterization, and more towards clinical 
meaning. This future translational work will apply recent 
knowledge to phenotype and outcome studies; some 
examples of this have been shown in recent pan-cancer 
studies. Further research is needed to examine molecular-
phenotype associations, including patient survival and drug 
response, across and within tumor types. An expansion of 
research in this area will be a critical part of realizing more 
individualized medicine. 
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