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Proton therapy can allow higher dose conformality 
compared to conventional radiation therapy. Radiation 
dose calculation has an integral role in the success of 
proton radiotherapy. An ideal dose calculation method 
should be both accurate and efficient. Over the years, a 
number of dose calculation methods have been developed. 
To overcome the high computational burden of these 
algorithms, or to further speed them up for advanced 
applications, e.g., inverse treatment planning, graphics 
processing units (GPUs) have recently been employed to 
accelerate the proton dose calculation process. In this paper, 
we will review a set of available GPU-based proton dose 
calculation algorithms including a pencil-beam method, a 
simplified Monte Carlo (MC) simulation method, a track-
repeating MC method, and a full MC simulation method. 
The advantages and limitations of these methods will be 
discussed. We will also propose a dose calculation method 
via solving the Boltzmann transport equations, which 
is expected to be of the same level of accuracy as a MC 
method but could be more efficient on GPU. 
 

Introduction

Cancer radiation therapy aims at delivering a prescribed 
radiation dose to cancerous targets, while sparing 
the surrounding organs at risk and normal tissues by 
conventional high-energy X-ray beams or by particle beams 
such as protons. A proton beam, due to its unique way of 
depositing dose, has clinical advantages over X-ray beams. 
As a proton beam travels through a patient, it forms a sharp 
maximum, the Bragg peak (1,2), at the end of its range as 
a result of the phenomenon that the energy deposition 

increases with penetration depth. One can control the peak 
location by varying the beam energy, and then assemble 
a set of peaks to form a plateau called Spread-Out Bragg 
Peak (SOBP). Favorable dose distributions with a relatively 
homogeneous region and steep dose fall-offs can therefore 
be easily achieved, resulting in greater dose localization than 
can be produced by conventional photon beams. Hence, 
dose escalation can be performed while mitigating radiation 
toxicity in surrounding normal tissues. 

Dose calculation plays a critical role in a proton therapy 
treatment. Generally speaking, a clinically desirable dose 
engine should attain the following features. First, it has to 
be accurate. The sharp dose fall-off at the distal end of a 
proton beam makes the dose distribution extremely sensitive 
to dose calculation error. Inaccuracies in the calculations of 
proton penetration can easily shift the SOBP, which leads to 
under coverage of the target and over dose to surrounding 
health tissues. It has been reported that the proton range 
uncertainty due to dose calculation methods alone is about 
2-3%. This estimated error excludes uncertainties in other 
practical issues encountered in dose calculation such as 
CT image calibration and conversion to tissue properties. 
Efficiency is another crucial requirement for proton dose 
calculation. In the time-critical clinical environment, not 
only does a fast dose engine ensure a smooth workflow, but 
also it offers planners opportunities to fine tune treatment 
parameters to select the most beneficial set of parameters 
for each individual patient. Efficient and accurate dose 
calculations have become even more critical lately in those 
novel technologies where repeated dose calculations are 
necessary, for instance, in intensity-modulated proton 
therapy (3,4) and 4D treatment planning (5,6). 
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Yet, it is quite difficult, if not impossible, to develop 
dose calculation techniques that meet both of these two 
requirements. In practice, it usually means prolonged 
computation time, if one prefers a highly accurate dose 
calculation result. One example is the Monte Carlo (MC) 
simulation method, where the accuracy is ensured by faithful 
simulation of particle transport. The computation time 
required to attain a level of acceptable accuracy prohibits 
its applications in clinical practice. It has been reported 
that it takes a few hours to compute the dose for a patient 
with 2.5% relative uncertainty using the MC method on a 
typical computer (7). In another calculation approach where 
computation time is also critical, pencil beam (PB) models 
can be used in conjunction with empirical data tables (8-10).  
The accuracy of PB methods is, however, compromised 
by the simplifying assumptions built into them. To date, 
there is no dose calculation engine that attains the accuracy 
and speed required for the clinical setting. Hence, despite 
the apparent advantages of proton therapy, its potential is 
highly limited by unsatisfactory dose calculation algorithms, 
potentially making the treatment delivered to patients 
suboptimal.

One practical approach to achieve the combined accuracy 
and efficiency is to utilize more powerful computational 
hardware. Recently, the development of general-purpose 
graphics processing unit (GPU) hardware and software 
has been rapidly progressing for the purposes of massively 
parallel scientific computing, resulting in enormous, 
affordable, and readily accessible computational power that 
are particularly suitable for routine clinical uses. Specific 
to dose calculation problems in radiotherapy, GPU has 
been utilized to speed up pencil-beam algorithms (11,12), 
superposition-convolution algorithms (13,14), and MC 
simulations (15-22). With these efforts, the calculation 
time of MC-based proton dose calculation has been 
greatly shortened. This also indicates that it is affordable 
to consider more complex physics in the dose calculation 
process, resulting in considerably enhanced calculation 
accuracy, especially in cases with complicated geometry and 
large heterogeneities. 

In this paper, we will review a set of current state-of-the-
art GPU-based dose calculation methods with emphases 
on their implementations, current status, and potential 
improvements. A promising algorithm based on the 
Boltzmann transport equation will also be proposed. The 
rest of this paper is organized as follows: Section 2 will give 
a brief introduction about GPUs and Section 3 will discuss 
three groups of GPU-based dose calculation algorithms, 

Section 4 will conclude the paper with discussions. 

Graphics processing unit

A graphics processing unit (GPU) is a specialized hardware 
in a computer system designed to accelerate the processing 
of graphics information. In a modern desktop workstation, 
it is usually in the form of a separate card plugged onto the 
motherboard. The advantages of a GPU over a conventional 
computational hardware, e.g., central processing unit 
(CPU), come from its large number of processing units. For 
instance, an NVIDIA Tesla C2050 GPU that is manufactured 
specifically for scientific computing purposes contains 448 
thread processors. Although the clock speed of each of them is 
relatively lower than that of a CPU, the combined processing 
power of them is over 1 Tflops, much larger than what can be 
achieved by a CPU. All of these GPU threads share the use of 
a common piece of memory space called global memory, and 
some of them are grouped together, share the so-called shared 
memory, which offers a much higher speed than the global 
memory. Figure 1 depicts the structure of a typical computer 
workstation with a GPU installed.

GPU follows a SIMD (single instruction multiple 
data) (23) design in its execution scheme. As such, a GPU 
executes a program in groups of 32 parallel threads termed 
warps. If the paths for threads within a warp diverge due to, 
e.g., some if-else statements, the warp serially executes one 
thread at a time, while putting all other threads in an idle 
state. Thus, high computation efficiency is only achieved 
when all threads in a warp process together along a same 
execution path. Under this structure, some operations are 
essentially GPU-friendly while others are not. An example 
in this category include vector and matrix operations, as 
different GPU thread can process different matrix entries 
in the same operational fashion but with different data. It 
is for this reason that pencil-beam based dose calculation 
algorithms are suitable for GPU, as the calculation 
algorithms can be mathematically formulated as matrix-
vector operations. In contrast, it is quite difficult to achieve 
high speed-up factors for MC dose calculations on a GPU, 
because the work paths on different threads are statistically 
independent and can be very different in an MC calculation.

Proton dose calculations on GPU

Pencil-beam method

Pencil-beam dose calculation algorithm for proton therapy 
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has a long history (8-10,12). Because of its simplicity of 
calculation scheme and acceptable accuracy in most clinical 
settings, this method has been widely utilized in routine 
clinical applications for treatment planning purposes. The 
dose calculation algorithm starts from the assumption 
regarding the dose distribution of a pencil-beam. Take a 
commonly used Gaussian function kernel as an example; for 
a pencil-beam irradiated along the axis, the dose deposited 
at the point (x, y, z) can be written as 

𝐾 𝑥, 𝑦, 𝑧 = 𝑝(𝑑𝑒𝑓𝑓) 𝑆𝑆𝐷+𝑑𝑒𝑓𝑓
𝑧

2
𝐺(𝑥, 𝑦, 𝑧),               [1]

where p(deff) is the depth dose distribution of a pencil-beam, 
which is usually determined from experiments in a water 
medium and deff is the water-equivalent length from the 
phantom surface A to the point B on the pencil-beam axis, 
see Figure 2. The second term corresponds to the inverse 
square correction, while the third one describes the dose 
spread out inside the plane perpendicular to the z axis and is 
empirically taken as a Gaussian function in this model

𝐺 𝑥, 𝑦, 𝑧 = 1
2𝜋𝜎(𝑧) exp[− 𝑥2+𝑦2

2𝜎2(𝑧)].                    [2]

Note that the amount of beam spread is characterized by the 
quantity σ(z), which is an increasing function of the depth z. 
Physically, this spread is due to the lateral scattering during 
the proton propagation. In practice, an empirical function 
form is usually employed which combines the contributions 
from two sources, namely the proton beam nozzle and the 
patient (9). Finally, with the dose deposition for a single 
proton beam given in Eq. [1], the dose distribution for a 
broad beam can be expressed as a summation over all the 
pencil-beams as

𝑑 𝑥, 𝑦, 𝑧 = ∬ d𝑥′d𝑦′𝑇(𝑥′,𝑦′)Σ 𝐾 𝑥 − 𝑥′, 𝑦− 𝑦′, 𝑧 ,    [3]

where T(x,y) parameterizes the pencil-beam intensity and 
the integral is carried out over an area Σ on which all the 
pencil beams pass through.

Figure 1 Illustration of the structure of a computer workstation that contains a GPU

Figure 2 Illustration of the pencil-beam algorithm
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The computations can be decomposed into the 
following/g steps. First, a broad beam is divided into a set 
of pencil beams and ray-tracing calculation is performed 
along the central axis of each pencil beam to determine the 
water equivalent depth deff. Next, for each voxel, the dose 
is equal to the summation over the contributions from all 
the pencil beams, which can be easily evaluated by using 
Eq. [1]. In this step, the corresponding quantities such 
as p(deff) and σ(z) are determined based on available data 
tables. It is straightforward to parallelize both of these two 
steps. The first one can be parallelized with each GPU 
thread responsible for a pencil beam, while the second 
step is accomplished by assigning each voxel to a thread. 
Because of the largely available number of GPU thread 
processors, the computational efficiency is extremely high 
for this method. For instance, it has been reported that the 
computational time is less than 1 second for most of the 
cases tested (12) on an NVIDIA Geforce GTX 480 GPU.

Apart from the apparent advantages of computational 
efficiency of this pencil-beam approach, it also provides dose 
distributions from each single pencil beam. Such important 
information is of critical importance for many clinical 
applications such as intensity-modulated proton therapy, 
where the intensity of each pencil beam is optimized to 
yield a desired dose distribution. It is for these reasons that 
pencil beam algorithms are currently widely employed in 
routine clinic for proton therapy treatment planning. 

Yet, it should be noted that this method is only a 
temporary solution for proton dose calculation due to its 
questionable accuracy in some cases. In fact, the Eq. [3] 
is only a phenomenological description about how dose 
is deposited to the patient, and the physics of proton 
transport is missing here. In some cases with complicated 
geometry and/or large amount of tissue heterogeneity, the 
accuracy of this method could be significantly reduced. 
Even though a variety of pencil-beam models have been 
proposed over the years, it has been pointed out that no 
single pencil-beam model can result in correct dose in 
every situation (24). Another limiting factor of this model 
is the associated difficulties in commissioning, where the 
empirical data p(deff) and σ(z) must be determined. In a 
typical approach, this commissioning step is treated as an 
optimization problem in which these data are determined 
by numerical algorithms so that the calculated dose 
matches measurements in some simple cases, e.g. water. 
This is a very tedious task, as σ(z) goes to the denominator 
in an exponential term in Eq. [2] and a highly nonlinear 
system needs to be solved.

Monte Carlo method

Monte Carlo (MC) simulation is commonly regarded as 
the most accurate method for radiotherapy dose calculation 
due to its capability of faithfully transporting a particle 
according to the underlying physics and modeling the 
patient geometry and material properties. It has been 
demonstrated that the use of MC in proton therapy could 
lead to a significant reduction in treatment planning 
margins (25). As a statistical method, the precision of an 
MC dose calculation is governed by the total number of 
particles simulated and an enormously large number of 
particles are usually required. Hence, despite the great 
efforts devoted to accelerating the MC dose calculation 
process, such as using large-scale computational hardware 
and developing simplified algorithms (26-29), this method 
is still mainly applied for re-calculating existing treatment 
plans for research studies or for secondary dosimetric 
calculations that are not time sensitive. The unsatisfactory 
efficiency also impedes the progresses of advanced treatment 
techniques in proton therapy, such as MC-based treatment 
planning and adaptive proton radiotherapy. Recently, with 
the aim of increasing the efficiency of MC dose calculations, 
a number of research groups have developed a few packages 
on GPU. Here, three representative types of GPU-based 
MC methods will be discussed.

Simplified Monte Carlo simulation
The first approach to alleviate the high computational 
burden in a MC simulation is to employ some simplified 
physics. Motivited by this idea, Kohno et al. (27) developed a 
simplified MC method (SMC) for proton dose calculations. 
It was later implemented it on a GPU platform (19) and 
used for treatment planning. The SMC method begins by 
setting each individual proton with a location, a velocity 
direction, and a residual range in water. Once the transport 
starts, the proton travels through the voxelized geometry. At 
each voxel, there are two effects modeled. First, the proton’s 
residual range is reduced according to the local material 
property and a corresponding amount of energy is deposited 
to the voxel, which is determined by a water equivalent 
model (30) based on the measured depth-dose distribution 
in water. Second, multiple Coulomb scattering of the 
proton is modeled, where the scattered angles are sampled 
from a normal distribution with a standard deviation given 
by Highland formula (31). This model contains a much 
simplified proton transport physics compared to what 
happens in reality. For example, as opposed to determining 
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dose deposition at each voxel according the actual physical 
interaction process, it is determined using the measured 
depth-dose distribution in water. This is essentially an 
effective model, as those real interactions occurring locally 
at the voxel are phenomenologically described and the 
net effect in terms of dose deposition is captured. This 
avoidance of sampling detailed interaction processes 
preserves the accuracy to an acceptable extent while greatly 
simplifies the model and increases the efficiency.

In terms of GPU implementation, this SMC algorithm is 
compatible with GPU’s SIMD structure. This is because the 
proton transport process described above can be carried out 
by each GPU thread independently, where all of the threads 
repeated perform the same instructions but using different 
data according the current proton status. Moreover, high 
speed shared memory is utilized in the implementation. In 
terms of the achieved efficiency, a speed-up factor of 12-
16 compared to CPU implementation has been observed in 
real clinical cases. Regarding the absolute dose calculation 
time, it was found that with 9-67 seconds, one can attain 
a clinically acceptable uncertainty on an NVIDIA Tesla 
C2050 GPU. 

Track-repeating Monte Carlo simulation
Track-repeating is a variance technique utilized in MC 
simulations for dose calculations. In the context of proton 
transport, this technique was first utilized by Li et al. (26) 
and then recently implemented on a GPU platform (18,28). 
In this method, a database of proton transport histories is 
first generated in a homogeneous water phantom using an 
accurate MC code such as GEANT4 (32). Each particle 
trajectory consists of a set of steps, and for each step, the 
direction, step length, and energy loss are stored. The 
computational load for this step is not a practical issue, 
as this database preparation step is only performed once 
and the generated database will be repeated used later 
on. For a patient case, the track-repeating MC calculates 
dose distributions by repeating appropriate proton tracks 
in the database. As such, it first generates a proton at 
the surface of the phantom and selects a track in the 
database corresponding to this proton. The proton is then 
transported as if it follows this assigned track inside the 
patient. The underlying assumption is that the random 
numbers generated while transporting this proton are 
identical to what occurred when generating the track in the 
database, and hence leading to an identical trajectory. To 
account for the tissue heterogeneity of the patient, each step 
length and the scattering angle within this track is scaled 

according to the local properties of the non-water medium. 
The dose depositions recorded for the steps are added to 
the corresponding voxels.

This method is computationally efficient for two reasons. 
Regarding the transport process, it avoids the sampling of 
physical interactions on the fly. Hence, the majority of the 
computational burden in a MC simulation is eliminated. 
Yet, as the tracks are pre-generated by an accurate MC 
simulation, this simplification does not result in a significant 
degradation of dose calculation accuracy. In validation 
studies (14,24), it was discovered that the dosimetric results 
of this method agree with those from a full MC simulation 
using GEANT4 within 1% discrepancy. Second, regarding 
its advantages in the GPU context, this method is quite 
GPU-friendly. Each GPU thread essentially performs the 
same operations at all the time. Therefore, the full GPU 
power can be employed, leading to a high computational 
efficiency. The aforementioned 1% accuracy can be 
accomplished in less than 1 minute with a dual GPU 
system equipped with Geforce GTX 295 GPUs. A speedup 
of a factor of 75.5 with respect to the same CPU-based 
implementation has been reported.

Full Monte Carlo simulation
The accuracies achieved in the two MC codes discussed in 
Sections 3.2.1 and 3.2.2 is found to be sufficient for clinical 
applications in most of the cases. Yet, in those cases with 
unique situations of heterogeneity, a full MC simulation is 
still desired. Examples include those places where charge 
particle disequilibrium occurs or at interfaces between two 
mediums with quite distinct properties. It is challenging 
to develop a full MC dose calculation package for proton 
therapy on GPU. First, protons interact with human tissue 
through various types of interactions, but not all of them 
are necessary for dose calculations. Careful investigations 
with respect to how much detail one should include in the 
simulations are needed in order to balance accuracy and 
efficiency. Second, from the computational point of view, 
the inherent conflict between the GPU’s SIMD processing 
scheme and the stochastic nature of a MC process poses a 
big challenge (16,17,33). 

Only until recently has a full MC simulation package, gPMC, 
been developed for proton dose calculation on GPU (20). 
The distinction between this package and the above-
mentioned packages is that it tracks a proton according 
to the realistic physical process on the fly. Specifically, 
proton propagation is modeled by a Class II condensed 
history simulation scheme using the continuous slowing 
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down approximation. The proton is transported in a step-
by-step fashion until its energy is below a user-defined 
cut-off energy or it exits the phantom region, where each 
step terminates at an interaction point, a voxel boundary, 
or a upper bound set by the user. Ionization, elastic, and 
inelastic proton nucleus interactions are considered. Energy 
straggling and multiple scattering are also modeled. As for 
nuclear interactions, gPMC follows an empirical strategy 
invented by Fippel and Soukup (29). Only proton-proton 
elastic interactions, proton-oxygen elastic, and inelastic 
interactions are included. The secondary protons generated 
in the proton-proton elastic interactions and in the proton-
oxygen inelastic interactions are tracked by the same proton 
transport physics mentioned above. All other heavy charged 
particles are terminated and their energies are locally 
deposited. Charge-neutral particles produced in the proton-
oxygen inelastic events are simply neglected. 

gPMC performs dose calculations in a batched fashion. 
In each batch, a certain number of source protons and 
the produced secondary protons are transported and dose 
depositions are recorded. The results from different batches 
are then analyzed statistically to obtain the average dose to 
each voxel and the corresponding uncertainties. To further 
ensure the computational efficiency, a high-performance 
pseudo-random number generator CURAND developed 
by NVIDIA is utilized, which offers simple and efficient 
generation of high-quality pseudo-random numbers using 
the XORWOW algorithm. GPU texture memory is also 
employed to support hardware-based interpolation on the 
cross section and stopping power data.

The success of gPMC has been established by comparing the 
dose calculation results with those from TOPAS/Geant4 (34),  

a golden standard MC simulation package. For a set of 
cases ranging from homogeneous and inhomogeneous 
phantoms to a patient case, sufficient agreements between 
gPMC and TOPAS/Geant4 are observed. Specifically, 
gamma passing rate for a 2%/2 mm criterion is over 
98.7% in the region with dose greater than 10% maximum 
dose in all cases. A comparison of the dose distributions 
computed by the two algorithms is shown in Figure 3. With 
respect to the efficiency, it takes only 6-22 sec to simulate 
10 million source protons to yield ~1% relative statistical 
uncertainty on an NVIDIA C2050 GPU card, depending 
on the phantoms and the energy. This is an extremely high 
efficiency compared to the computational time of tens of 
CPU hours for TOPAS/Geant4. 

One interesting issue discussed by Jia et al. is that 
there exists a memory writing conflict problem when 
using GPU for MC dose calculations (20). Because of the 
shared-memory programming mode of a GPU, a single 
dose counter allocated in the GPU’s global memory is 
responsible for recording the dose information deduced 
by all GPU threads. When two threads happen to deposit 
dose information to a voxel at the same time, a memory 
writing conflict occurs and the energy deposition has to 
be serialized in order to obtain correct results. In practice, 
gPMC uses an atomic float addition function to serialize 
the dose addition. This function is called atomic in that, 
once a GPU thread is writing to a memory address, it 
takes the full control and no other threads can interfere 
with this process. However, this serialization apparently 
counteracts the available parallel processing power of a 
GPU. A higher frequency of conflict occurrences indicates 
a greater reduction of the overall efficiency. Even though 

Figure 3 Depth dose curves (A) and lateral profiles (B) for a water phantom with a 200 MeV source, respectively. Inserts are zoomed-in 
views of the depth curves near the Bragg peak

BA
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this memory writing conflict occurs also in x-ray beam 
dose calculations (15,16), it is, exacerbated in the context of 
proton beams. This is because protons travel almost along 
a straight line and a parading column of protons in a beam, 
especially in a small-size beam, marches in almost locked 
step with each other leading to a high possibility of memory 
writing conflicts. To date, there is no practical solution to 
this problem and careful investigations on this issue are 
needed. 

Boltzmann transport
 

An alternative for proton dose calculat ions is  to 
deterministically solve the Boltzmann transport equation 
(BTE) (35,36), which describes particle transport by a 
partial-differential-integral-equation formulated in phase 
space. It has been demonstrated that deterministic methods 
can compete with MC in terms of accuracy (37) as the 
latter is essentially a way of solving the BTE by statistical 
methods. Because of the absence of random fluctuations, 
the deterministic approach is well suited for evaluating 
small dose variations in a typical treatment. Moreover, this 
approach leverages the use of mature numerical algorithms 
ensuring both accuracy and efficiency. In the past, dose 
calculation packages via this deterministic approach for 
conventional high-energy photon therapy have been 
developed and applied in routine clinical practice (35,38-40).  
Its acceptance as an integral part of photon therapy clearly 
indicates its potential in proton therapy. Yet, the use of 
BTE for proton dose calculation is still under investigation. 
In the following we outline the use of BTE in proton dose 
calculations.

Let us consider a bounded region X, which contains a 
voxelized patient anatomy. The proton dose calculation 
problem is to compute the radiation dose deposited into 
each voxel under a proton beam configuration defined in 
a treatment plan. The beam configuration is characterized 
by the proton fluence at the boundary ∂X.. Let us further 
denote a proton fluence at location x with unit velocity 
direction Ω and energy E as ψ(E,Ω,x). Under the continuous 
slowing down approximation, the steady state BTE that 
administers the proton fluence ψ can be expressed as (41,42)

Ω ∙ ∇𝜓 𝐸,Ω, 𝑥 + 𝜎 𝐸, 𝑥 𝜓 = 𝑄𝑆𝑐𝑎 𝐸,Ω, 𝑥 + 𝜕𝑆 𝐸,𝑥 𝜓
𝜕𝐸 ,            

[4]
𝜓 𝐸,Ω, 𝑥 = 𝜓� 𝐸,Ω , 𝑛 ∙ Ω < 0, 𝑥 ∈ 𝜕𝑋,

where 𝜓� 𝐸,𝛺 ,, the Dirichlet condition of ψ on the inflow 
surface, is the specification of the proton fluence at the 

boundary ∂X, and n is the unit normal of the boundary 
surface. S(E,x) and σ(E,x) are the total stopping power 
and total cross section in the medium at x at energy E, 
respectively. The scattering term 𝑄𝑆𝑐𝑎 𝐸,𝛺, 𝑥  is given by 

𝑄𝑆𝑐𝑎 𝐸,Ω, 𝑥 = ∫ d𝐸′∞
0 ∫ 𝑑Ω′Ω′∈𝑆2  𝜎(𝐸,𝐸′;Ω ∙ Ω′;𝑥)𝜓(𝐸′,Ω′, 𝑥) ,  [5]

where 𝜎(𝐸,𝐸′;𝛺 ∙ 𝛺′;𝑥) is the differential cross section for the 
medium at x. Once the BTE is solved for ψ, a radiological 
quantity of interest such as dose at location x can be 
obtained by:

𝐷(𝑥) = 1
𝜌(𝑥)∫ d𝐸∞

0 ∫ 𝑑ΩΩ∈𝑆2  𝜎𝑝(𝐸, 𝑥)𝜓(𝐸,Ω, 𝑥).       [6]

Here, σp(E,x) is the cross section corresponding to the 
quantity of interest and ρ(x) is the density.

The total cross section σ(E,x) is the sum of all the cross 
sections for all interactions considered. In the energy range 
up to a few hundred MeV for proton therapy, ionizing 
collisions are the most important interactions in this 
model. Although nuclear reactions are significant for a 
typical clinical proton beam, a nuclear reaction of a proton 
within a material can be approximately treated as if the 
reaction was with water, as human tissue is approximately 
water-equivalent. Therefore, only proton-proton elastic 
scattering, proton-oxygen elastic scattering and proton-
oxygen scattering are needed. 

The BTE in [4] is too complicated to have a closed-form 
analytical solution. Yet, it is possible to solve it numerically. 
A typical approach is to employ the so called multi-group 
discretization of E and the discrete-ordinate discretization 
of Ω, yielding:

Ω𝑑 ∙ ∇𝜓𝑔.𝑑 𝑥 + 𝜎𝑔 𝑥 𝜓𝑔,𝑑(𝑥) = 𝑄𝑔,𝑑
𝑆𝑐𝑎 𝑥 +

𝑆𝑔+1.2𝜓𝑔+1,𝑑 − 𝑆𝑔−1/2𝜓𝑔,𝑑
Δ𝐸𝑔 [7]

𝜓𝑔,𝑑(𝑥) = 𝜓�𝑔,𝑑, 𝑛 ∙ Ω𝑑 < 0, 𝑥 ∈ 𝜕𝑋.

where the indices d and 𝑔 are used to label the descritized 
angular direction Ω and energy E, respectively. A forward 
finite difference scheme can be used to approximate the 
stopping power term ∂(Sψ)/∂E, which is mathematically 
proven to be numerically stable. A further discretization of 
the spatial derivatives of ∇ using, e.g., Diamond-Difference 
method (43) will result in a set of coupled linear equations. 
These equations can be solved via iterative approaches (44). 
Radiation dose will be computed using a discretized version 
of Eq. [6], once ψg.d(x) is available.

Numerically solving the BTE on a GPU could be 
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extremely efficient. Not only are the matrix-vector 
operations within a BTE solver particularly favored 
by the GPU’s SIMD processing scheme, it also avoids 
the memory conflict issue encountered in GPU-based 
MC simulations. This method combines the accuracy 
advantage of a MC method and avoids its limitations. 
Hence, it is very promising to develop a dose calculation 
engine via this approach with clinically desired features. 
Further investigations along this road are currently in 
progress.

Discussion and conclusions

In this paper, we have reviewed a set of currently available 
GPU-based dose calculation algorithms for proton therapy. 
For pencil-beam type algorithms, although an extremely 
high efficiency can be achieved on GPU, the unsatisfactory 
accuracy, especially in some complicated clinical cases, 
becomes a significant concern. With the continuous 
growth of computational power and developments of new 
algorithms, the pencil-beam algorithms may be gradually 
replaced. Among those MC simulation methods, the 
full MC one attains a well guaranteed accuracy, while its 
efficiency is limited to a certain extent due to the inherent 
conflict between the GPU SIMD structure and the MC 
randomness, as well as the memory writing conflict issue. 
On the other hand, even though the simplified MC or the 
track-repeating MC reduces the computational weight 
significantly, the gain in terms of absolute computation time 
is not particularly attractive (not to mention the potential 
degradation of precision). Finally, a new dose calculation 
method via solving the Boltzmann transport equation is 
presented. With all the relevant physics included in this 
model and the underlying matrix-vector operations in the 
numerical computation that are suitable for GPU parallel 
processing, it is promising for this method to achieve a 
combined accuracy and efficiency. 

Despite the achieved efficiency so far, a few research 
directions could also be explored in near future to further 
accelerate proton dose calculations. These efforts will 
contribute significantly towards realizing some advanced 
proton therapy treatment techniques that are currently 
limited by the computational speed. From the hardware 
point of view, it is always possible to keep enhancing the 
efficiency with faster GPUs. For example, the recently 
available next generation NVIDIA GPUs in the Kepler 
family delivers almost three times higher peak processing 
powers than previous GPUs. Moreover, if a multi-GPU 

platform is available, many of the aforementioned methods 
can be further parallelized among GPUs. Especially 
for MC simulations, all the particle histories can be 
simply distributed among GPUs, which then execute 
simultaneously without interfering with each other. Due to 
the negligible overhead in this process, it is expected that 
a roughly linear scalability of the computation efficiency 
can be achieved with respect to the number of GPUs. 
In a recently work, it has been reported that this linear 
scalability holds at least on a quad-GPU system (16).  
Another direction worth exploring is to develop new 
algorithms. Algorithm-based acceleration is usually much 
more efficient in terms of boosting processing speed 
than hardware based acceleration. Nonetheless, the 
intellectual difficulty is large and will require a series of 
novel inventions. Especially in the GPU context; it is an 
interesting, difficult, and important research topic to design 
GPU-suitable algorithms. 

In retrospect, GPU has been applied for proton 
dose calculations for only a few years. The tremendous 
achievements to date have already opened a new door to 
allow much advanced dose calculation techniques. It is 
reasonable to believe that with continuous efforts on this 
research topic more and more developments will soon 
become available that will inevitably contribute to this field 
and benefit patients under proton therapy treatments.
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