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Background: Accuracy of five dose calculation algorithms within three treatment planning systems (TPS): 
BrainLAB iPlan 4.2 (BL: pencil beam and Monte Carlo), Philips Pinnacle (PL: Collapsed Cone Calculation, 
CCC), and Varian Eclipse (VR: AAA and Acuros XB) is investigated in this multi-institutional study.
Methods: A Monte-Carlo based TPS (BL) was first validated against benchmark measurements in 
heterogeneous-slab phantoms consisting of tissue-equivalent plastic, lung-equivalent cork, and bone density 
materials. Ion chamber/EDR film measurements of depth-dose and dose-profiles for 6MV enface photons in 
a range of field-sizes (12 mm × 12 mm – 60 mm × 60 mm) were performed. A common CT dataset for each 
phantom was sent to four participating institutions. Measured versus calculated dose differences for all dose 
algorithms considered in this study were quantified using two dose-profile indices: Ddiff within the central 
80% of photon field, and Dspill for dose outside the field-edge (50–10% dose). 
Results: BrainLAB TPS BL: MC and measured doses agreed well (Ddiff <3%) for all field-sizes and phantom 
depths investigated. The agreement improved with increasing field size (2.6% for 12 mm × 12 mm vs. 1.1% 
for 60 mm × 60 mm at 60 mm depth in lung phantom). In contrast, for lung phantom, pencil beam (PB) 
calculations significantly over-predicted the measured dose (34% and 6.7% respectively). In general, PB vs. 
measured dose differences increased with decreasing field-size, decreasing phantom density and increasing 
depth within heterogeneity. Pinnacle TPS PL: pinnacle showed the best agreement with measured data in 
the presence of tissue heterogeneities and modeled dose changes at the tissue-lung interface better than AAA 
and PB. Varian TPS VR: AAA over-predicted measured results and was unable to replicate dose variation 
near heterogeneities. In contrast, Acuros XB showed good agreement with measurements for heterogeneous 
media as well as superior agreement in the interface region.
Conclusions: Based on the results of this multi-institutional study, appropriate corrections may be applied 
to lung stereotactic body radiotherapy (SBRT) plans for patients enrolled in RTOG protocols.
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Introduction

Dose calculation accuracy in treatment planning systems 
(TPS) varies significantly in the presence of tissue 
inhomogeneities. This can lead to unacceptably large 
differences between calculated and delivered doses and 
hence misleading treatment plans for lung stereotactic body 
radiotherapy (SBRT) patients. Successful radiotherapy 
demands dose accuracy of better than 5% (1,2). This is 
predicated on accurate treatment simulation within a TPS 
before radiotherapy can begin.

A typical  TPS is  equipped with mult iple  dose 
calculation algorithms. Generally, these algorithms boast 
either calculation speed or accuracy, but not both. In 
lung treatment planning, most TPS use a standard dose 
algorithm with fast calculation times that approximate the 
effects of lateral electron scattering (3), in the presence of 
tissue density differences in the thorax region. Although 
the calculations are quick, these algorithms can lead to 
substantial dose delivery errors.

Recent developments of accurate and relatively fast 
Monte Carlo (MC)-based dose calculation algorithms have 
promising new implications in lung treatment plans. These 
MC-based algorithms are becoming more accessible but are 
still not widely available or are fast enough for consistent 
use in a TPS; however, if treatment conditions under which 
MC-based algorithms provide a significant advantage over 
standard algorithms can be well-defined, their clinical 
implementation could lead to more accurate and reliable 
treatment plans in lung cancer patients.

A number of recent studies have been done to investigate 
treatment conditions under which MC-based dose 
algorithms are ideal. A paper by Chen et al. (3) suggests that 
the reliability of standard dose algorithms is dependent on 
tumor size, and that MC-based dose calculations are needed 
most in the treatment of small lesions. This is because 
electronic disequilibrium effects are exaggerated in smaller 
treatment geometries (4). Similarly, other groups including 
Carrasco et al. (5) have demonstrated that standard 
dose algorithms perform poorly for smaller field sizes. 
However most of these studies were restricted to testing 
dose calculation accuracy of limited number of TPS in a 
synthetic phantom at a single institution. Thus, any dose 
differences related to the clinical implementation of various 
TPS were not studied.

In the present investigation, a common CT study set 
was mailed to three institutions with explicit instructions 
for planning dose calculations. Their results were then 

inter-compared. The institutions were selected to provide 
a variety of TPS currently used for lung SBRT. The goals 
of the study are to: (I) validate the accuracy of a commercial 
MC-based algorithm against measurements; (II) compare 
performance of the following five dose calculation models: 
MC; pencil beam (PB); two versions of convolution 
superposition (CS); and a model based on the solution 
to linear Boltzmann transport equation (LBTE). A final 
goal of this study is to identify clinical situations where 
the accuracy of MC algorithm is most desirable and make 
recommendations for lung treatment planning. 

Methods

Phantom construction

To investigate the impact of tissue heterogeneities on dose 
distribution, four custom phantoms were built with materials 
having a range of densities (ρ) relative to water: tissue-
equivalent plastic water (Model PW, CIRS Inc., Norfolk, VA, 
USA) (ρ=1.032), lung-equivalent cork (ρ=0.306), and bone 
material (ρ=1.895). These materials were chosen based on 
CT scans which showed HUs (Hounsfield units) comparable 
to those of structures in the thorax region (Table 1). 

We designed the following test phantoms: homogeneous 
tissue-equivalent; heterogeneous lung; heterogeneous bone; 
and dual lung-target phantoms (Figure 1). The dual lung-
target phantom represents a particularly challenging case 
for lung SBRT where two adjacent targets separated by 
lung density tissue need to be treated. Furthermore, this 
is a good test case to examine dose algorithm accuracy in 
the lung-tissue interface region. All phantoms in this study 
consisted of several 300×300 mm2 slabs of varying thickness 
with total phantom thickness of 200 mm.

(I) The homogeneous phantom consisted of plastic water 
slabs with dose measurement planes at depths of 
30, 60, 100 and 150 mm.

(II) The lung phantom contained 20 mm of plastic water 
followed by 60 mm of lung equivalent cork material 
followed by 120 mm of plastic water. This phantom 
allowed dose measurement planes at depths of 20, 
40, 60, 80, 100 and 150 mm.

(III) The bone phantom consisted of 50 mm of plastic 
water followed by 30 mm of bone equivalent 
material followed by 120 mm of plastic water. Dose 
measurement planes for bone phantom were at 
depths of 30, 50, 80, 100 and 150 mm.

(IV) The dual-lung target phantom was composed of  
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20 mm of plastic water followed by 60 mm of lung 
equivalent material followed by 120 mm of plastic 
water. Two adjacent tissue equivalent targets were 
embedded within the cork. The dimensions of 
each target were 5 mm × 50 mm × 60 mm with 
5 mm uniform separation between them. Dose 
measurement planes for the dual-lung target 
phantom were at depths of 20, 40, 60, 80, 100 and 
150 mm.

Whereas doses were measured and calculated in all 
available planes, dotted lines shown in Figure 1 represent 
the measurement planes for which results are reported in 

this paper.

CT simulation and treatment planning

All phantoms were scanned on a Phillips Brilliance 16-slice 
CT (Philips Corporation, Ohio, USA) scanner using 2.0 mm 
slice separation. Several “dummy” films (Kodak EDR2 films, 
Kodak Corporation, Rochester, New York, USA) were placed 
at the location of measurement planes within each phantom 
to mimic treatment geometry (6). For dose calculations, all 
CT scans were exported to three different TPS:

(I) BrainLAB iPlan version 4.2: BL PB convolution, 

Table 1 Phantom materials and densities used in this study

Phantom materials Dimensions (mm): L × W × H Density (g/cm3) HU (Ave.) HU (SD) Thorax tissues HU (Ave.) HU (SD)

Cork 300×300×60 0.306 −728 41 Lung −775 143

Plastic water 300×300×300 1.032 58 15 Tissue 38 10

Bone 300×300×30 1.895 648 38 Bone 511 185

Hounsfield units (HU) for these materials and for the corresponding thorax anatomy are also listed.

Figure 1 Phantoms used in this study: (A) homogeneous, (B) lung, (C) bone and (D) dual lung target phantoms. Dotted lines in the figure 
represent dose profile results reported in this work. 
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and MC dose model;
(II) Philips ADAC Pinnacle version 9.10: PL Collapsed 

Cone Convolution/Superposition (CCC) dose 
model;

(III) Varian Eclipse version 11.0.31: VR Analytical 
Anisotropic Algorithm (AAA), Acuros XB dose 
model.

Using measured beam data, each institution modeled 
a Novalis 6MV linear accelerator with micro multi-leaf  
m3-collimators (MLC) in their respective TPS. Results of 
TPS calculations were validated by comparing depth dose and 
profile scans in water (homogeneous phantom conditions) 
for a variety of field sizes with measured data. A common 
Hounsfield-unit-to-electron-density (HU2ED) curve required 
for dose calculations was used with all TPS except for Acuros 
XB. This curve was created by scanning a CT electron 
density phantom (Gammex Corporation, Inc., Middleton, 
WI) with 16 inserts of various materials ranging from low-
density lung (electron density relative to water, ρe=0.29) 
to cortical bone (ρe=1.69). For Acuros dose calculations, 
a standard material table provided by the vendor (Varian 
Corporation, Inc.) was used for calculations. Treatment 
plans were created using a single 6MV photon field incident 
on the phantom in a SAD setup at the depth of 100 mm.  
Four field sizes covering the range of field-dimensions 
commonly used in the lung treatment planning were used: 
12 mm × 12 mm, 24 mm × 24 mm, 30 mm × 30 mm,  
and 60 mm × 60 mm. A field size of 100 mm × 100 mm was 
used for the film calibration purposes. All treatment fields 
were defined on a Novalis 6MV linear accelerator with 
micro multi-leaf m3-collimators (MLC). The collimator 
jaws were set at 100 mm × 100 mm for all treatments. 
Surface to source distance (SSD) ranged from 895 to  
900 mm, depending on the phantom used. First, a MC 
plan was generated on the iPlan TPS to deliver 2 Gy dose 
to the isocenter and the monitor units (MUs) recorded. 
Calculation grid size was 2 mm and the heterogeneity 
corrections were turned on for all treatment plans. Then 
dose calculations were performed without changing 
MUs obtained from the MC plan. These MUs were 
also used in irradiating each phantom. The films used 
in the phantom irradiation were the same type as the 
“dummy” films used in the CT setup (Kodak EDR2 
films, Kodak Corporation, Rochester, New York, USA). 
Films were placed at various depths in the phantom to 
investigate effects of tissue-heterogeneities on delivered 
dose. Doses were measured both within and outside 
the heterogeneous medium as well as the boundaries or 

tissue/lung/bone interfaces.

TPS and dose calculation algorithms

The treatment planning software (BrainLAB iPlan ver. 4.2) 
is equipped with a two-dimensional pencil beam convolution 
(PBC) algorithm (7,8). In PBC model, the incident beam 
is considered composed of several pencil-like beamlets as 
they pass through the patient and deposit dose. The PB dose 
kernel is scaled according to the medium density along the 
beam direction. A major approximation of the model is that 
nearest neighbor interaction (side-scatter) between adjacent 
beamlets is ignored. This results in reduced accuracy of 
dose calculation in the low-density medium. The TPS has 
been upgraded to allow MC dose calculations based on an 
X-ray Voxel MC algorithm (9,10). It was thus decided to 
investigate accuracy and clinical implications of the MC dose 
model in iPlan. MC calculations were performed to calculate 
dose-to-medium using 1% dose variance and a 2-mm grid 
size. We also investigated the effects of using a finer dose 
variance of 0.5% (results not reported in this work).

Pinnacle Collapsed cone convolution (CCC) uses a 3D 
CS model to calculate dose in the patient (11,12). The 
incident fluence is modeled as a 2D fluence distribution and 
projected through the patient to calculate a 3D TERMA 
distribution which is later convolved with a dose kernel at 
each point to determine final dose. To improve calculation 
speed, dose at each point is calculated only along the center 
of each TERMA cone. The algorithm is able to accurately 
calculate dose distributions in regions of electronic 
disequilibrium, such as, tissue-air and tissue-bone interface.

Varian Eclipse AAA is a CS dose model that is like the 
PB, but more sophisticated as it considers density scaling 
in all three dimensions (13,14). AAA uses a multiple-source 
model to represent the photon beam and its interaction in a 
patient is modeled as density scalable poly-energetic kernels. 
The use of analytical Gaussian functions in convolution 
speeds up AAA calculations and makes it practical for 
routine use in a TPS. Acuros XB is based on solving 
the LBTE for the interaction of X-rays and electrons 
with matter (15-17). It is assumed that the particles only 
interact with the medium but not with each other in the 
process of depositing dose. LBTE can be solved by either 
statistical methods (MC) or by explicit numerical methods 
(Acuros XB). Just like MC methods, Acuros XB uses some 
discretization approximations in grid/angle/energy spacing 
to speed up the calculation. This can however result in 
differences in dose calculation accuracy.
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EDR film dosimetry

All films were processed using a Kodak M35A X-OMAT 
film processor (Kodak Corporation, Rochester, New York, 
USA) in our department. The temperature in the processing 
room was kept constant (developer at 34.4 ℃ and processor 
at 48.9 ℃). Films were scanned using a Vidar VXR16 
Dosimetry Pro film scanner (Vidar Systems Corporation, 
Herndon, VA, USA). The scanner communicated with 
Radiological Imaging Technology version 4.0 (RIT, 
Colorado Springs, CO, USA) film scanning software on 
Windows XP computer. Orthogonal profiles and percent 
depth-dose (PDD) curves were obtained and exported 
using the RIT software. Films were scanned at a resolution 
of 89 µm and preprocessed with a median (5×5) filter to 
remove local film artifacts. All phantom measurements 
performed with the film were normalized to the central axis 
measurement in a 98 mm × 98 mm field geometry. Optical 
density was calibrated from a sensitometric (H&D) curve 
constructed in the dose range 0–600 cGy. Delivered film 
doses were confirmed to be in the linear range of the H&D 
curve. Film measurements were further verified using a small 
volume (Scanditronix/Wellhofer CC13, 0.13cc) ion chamber 
in a large volume (500×500×500 mm3) water phantom.

Data analysis

Measured and calculated dose profiles were compared using 
several dose parameters, namely, area under the central 80% 
of the profile curve, dose asymmetry (difference between 
left and right sided areas), FWHM (full-width at half of 
maximum dose value), beam penumbra (or skin thickness 
from 90–10% dose level) and dose-spill outside the radiated 

field from 50–10% dose level (see Figure 2).
To evaluate dose differences between measured and 

calculated profiles, we define a dose-index (Ddiff) that 
combines the dose under the central 80% of the curve with 
FWHM for each profile
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where, Ddiff is the dose difference index between the 
measured and calculated doses; D80 is the area under the 
dose profile within the central 80% of the field in Gy-mm  
(or %-mm); F is the full-width at half of maximum dose value, 
and the subscripts m and c refer to measured and calculated 
(PB, MC, AAA, Acuros XB, or Pinnacle) doses respectively.

We also define a dose spill index (Dspill) that accounts 
for differences in dose delivered to regions outside the 
field (target) as the ratio of the area under the dose curve 
between 10% and 50% dose levels: 
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where, D10,50 represents the area under the dose-profile 
curve between 50% and 10% of the maximum dose.

The above dose indices, Ddiff and Dspill were evaluated and 
compared as a function of field size, phantom depth, and 
the heterogeneities (soft-tissue, lung, and bone).

Results

Phantom 1: homogeneous phantom

For homogeneous phantom, there is excellent agreement 
(<2%) between all TPS calculations and measured PDDs/
dose profiles for all field sizes and depths (Figure 3). MC 
calculations show excellent agreement with measured 
data to within 1%. For all TPS, dose differences between 
calculation and measurement are generally larger for 
smaller fields: <1.5% for 12 mm field size compared to <1% 
for 60 mm field size (Figure 4). 

Small but systematic dose differences are seen in regions 
outside the treatment field (Dspill). Overall, MC is the most 
accurate predictor of dose in the penumbra region followed 
by Pinnacle CCC, VR Acuros, VR AAA, and BL-PB. In 
contrast to the central axis dose, dose spill differences tend 
to increase with field size (Figure 4).

Phantom 2: heterogeneous lung phantom 

In the lung phantom, which provides a good test case for 

Figure 2 Calculation of dose difference (Ddiff) and dose-spill (Dspill) 
indices used in this work.
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Figure 3 Homogeneous phantom PDD and dose profiles for field sizes: (A) 12 mm × 12 mm, (B) 24 mm × 24 mm, and (C) 60 mm × 60 mm. 
PDD, percent depth-dose.
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model comparisons, there is again excellent agreement 
between MC and measured doses (<3%) for all field sizes 
and depths (Figure 5). This agreement is seen to improve 
with increasing field sizes (12 to 60 mm). For example, after 
going through 40 mm of cork (d=64 mm), MC calculations 
differ from measured data by 2.6% for 12 mm × 12 mm 
field and 1.1% for 60 mm × 60 mm (Figure 6). However, at 
the same depth, PB calculations significantly over-predict 

the measured dose by as much as 34% for a 12 mm × 12 mm  
field. Even for larger fields, PB still over-predicts the 
measured dose albeit by a smaller amount (6.7% for  
60 mm × 60 mm field). The calculated and measured dose 
differences in the treatment field center for other TPS are 
smaller and range between 7.5% at 12 mm × 12 mm field 
size and 2% at 60 mm × 60 mm. Within the treatment field, 
Acuros XB shows the closest agreement with measurements, 



Therapeutic Radiology and Oncology, 2018 Page 7 of 13

© Therapeutic Radiology and Oncology. All rights reserved. Ther Radiol Oncol 2018;2:28tro.amegroups.com

however the penumbra is broadened. The central axis dose 
agreement with measured data for other TPS is in the 
following order: Pinnacle CCC, AAA and PB.

Besides the central axis dose differences, the PDD 
calculations show interesting behavior in the interface 
regions, where the best agreement is seen with MC followed 
by Pinnacle, Acuros, AAA and PB TPS. Both AAA and 
PB show a lack of sensitivity to changes in dose caused by 
the interface between tissue and lung. Based on the PDD 
comparison, both Acuros and Pinnacle can accurately model 
dose in the interface regions leading to the closest agreement 
with MC model and measurements. AAA appears to be 
somewhat insensitive to density differences near interfaces 
resulting in an over-prediction of dose in moving from soft-
tissue to lung and an under-prediction of dose in from lung 
to soft-tissue. There appears to be an insensitivity or spatial-
lag in dose response to tissue-density differences within AAA.

Outside the treatment field, dose spill differences between 
calculations and measurements increase with field size for 
all TPS. Again, MC results are in better agreement with the 
measured data than PB calculations. The agreement with 
measurements in the penumbra region for other TPS is: MC 
followed by Pinnacle, Acuros, AAA and PB.

Phantom 3: heterogeneous bone phantom

In the bone phantom, there is excellent agreement for 
central axis dose between MC calculations and measured 
data for all fields (Figure 7). The agreement improves 
with increasing field size (from <1% for 12 mm × 12 mm  
field size to <0.2% for 60 mm × 60 mm field size)  
(Figure 8—histograms of dose difference and dose spill for 

hetero bone). Except for AAA, all other TPS predictions 
are within 2% of the measured dose. AAA differs from the 
measured data by approximately 3% for the smallest field 
(12 mm × 12 mm) considered in this study. The order of 
agreement with the measured data for central axis dose is 
MC, followed by Pinnacle, Acuros, PB and AAA TPS.

Based on the PDD behavior, Acuros XB and Pinnacle 
represent the closest agreement with MC within bone 
including the interface region from bone to tissue. AAA 
shows a slight over-prediction of dose. 

The behavior of dose spill in the bone phantom shows 
the dependence on field size with larger fields showing 
greater difference with measured doses. Among various 
TPS, Pinnacle shows the largest difference with MC and 
measured doses in the penumbra region.

Phantom 4: dual lung target phantom

Figure 9 shows PDD and dose profile comparisons for the 
dual lung target phantom for 30 mm × 30 mm and 60 mm 
× 60 mm fields. Based on PDD comparisons, Pinnacle 
and MC agree best with measurements throughout. AAA 
under-predicts dose in the lung region whereas a slight 
increased dose is seen in Acuros calculations. PB again over 
predicts dose showing the largest dose discrepancy with 
measurements in the lung tissue. 

Based on dose profile comparisons, the measured dose 
is well reproduced within each target by both PB and MC. 
However, PB algorithm fails in the low-density surrounding 
medium. Overall, Pinnacle TPS agrees best with the 
measured data and MC calculations over the entire field 
size. Acuros XB is accurate in the lung region outside the 

Figure 4 Homogeneous phantom dose indices: (A) Ddiff and (B) Dspill.
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Figure 5 Lung phantom PDD and dose profiles for field sizes: (A) 12 mm × 12 mm, (B) 24 mm × 24 mm, and (C) 60 mm × 60 mm. The 
shaded bar represents solid water region and the hatched bar cork material, as described in the phantom design. PDD, percent depth-dose.
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target but over predicts dose within the target region. Inside 
the treatment field, AAA algorithm under predicts dose in the 
low-density regions but over predicts dose in the target. The 
net result is a smoothed-out AAA dose profile that appears 
to be insensitive to density difference between target and 
surrounding lung medium. Outside the treatment field, AAA 
over predicts dose. These effects are enhanced for smaller 
fields (30 mm × 30 mm vs. 60 mm × 60 mm).

The magnitude of dose disagreement between various dose 
calculation algorithms and measurements depends on the 

location in the low-density medium. PB over-predicts measured 
dose by 4–5% in the lung medium for a 60×60 field size.  
MC and Pinnacle calculations agree well with measurements 
throughout the treatment field (<1.5%). In the lung medium 
between targets for a 30×30 field size, PB over-predicts 
measured dose by 4.5%. However, in the lung medium 
surrounding both targets, PB over-predicts delivered dose 
by up to 12.8%. MC and Pinnacle calculations again agree 
well with measurements throughout the treatment field 
(<0.5%) (Figure 10).
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In the penumbra region, the PB calculations under-
predict delivered dose for both field sizes whereas AAA 
over-predicts dose outside the treatment field. All other 
algorithms show good agreement in the penumbra region. 
These results are consistent with those obtained for the 

heterogeneous lung phantom. This is reflected in Figure 10 
showing results for dose spill comparisons between various 
dose algorithms and measurements. In the penumbra 
region, the best agreement is seen with MC followed by 
Pinnacle, Acuros, AAA and PB TPS.

Figure 6 Lung phantom dose indices: (A) Ddiff and (B) Dspill.
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Figure 7 Bone phantom PDD and dose profiles for field sizes: (A) 12 mm × 12 mm, (B) 60 mm × 60 mm. Light shaded bar represents solid 
water region and the black bar is bone material, as explained in the phantom design. PDD, percent depth-dose.
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Discussion

Several previous studies have shown the importance of 

using MC calculations in lung patient plans (16,18-22). 

These studies cover a range of treatment sites, photon beam 
energies and treatment geometries. Some of these studies 
validate MC calculations in homogeneous phantom and later 
apply them to heterogeneous phantoms. However, most of 

Figure 8 Bone phantom dose indices: (A) Ddiff and (B) Dspill.

D
os

e 
di

ffe
re

nc
e 

(%
)

D
os

e 
sp

ill
 (a

rb
. u

ni
t)

Bone phantom, Ddiff

Field size (mm) Field size (mm)

Bone phantom, Dspill
3.5

3.0

2.5

2.0

1.5

1.0

0.5

0.0

0.60

0.50

0.40

0.30

0.20

0.10

0.00
12×12                                           60×60 12×12                                           60×60

A B
Pencil beam

Monte carlo
AAA
Acuros

Pinnacle

Pencil beam

Monte carlo

AAA

Acuros

Pinnacle

Figure 9 Dual lung target PDD and dose profiles for field sizes: (A) 30 mm × 30 mm and (B) 60 mm × 60 mm. Shaded bars represent solid 
water region and the hatched bar cork material, as explained in the phantom design. PDD, percent depth-dose.
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these studies are either calculation based showing comparison 
between MC and other dose models or performed at a single 
institution often with one or two TPS.

In this study, the importance of MC dose algorithm 
in lung density medium has been investigated and the 
results compared in a multi-institutional setting with four 
other dose algorithms (PBC, AAA, Acuros and Pinnacle) 
and measured data. These models do reasonably well in 
calculating doses away from heterogeneities. However, 
within the heterogeneous medium, some of these models 
fail to account for lateral electron scatter and thus over 
predict dose. We have compared MC predictions against 
various TPS calculations in a variety of phantoms and 
quantified dose discrepancy versus measured data.

In general, differences between measured dose and 
TPS calculations get larger with decreasing density of 
heterogeneous medium, decreasing field size and increasing 
depth within the heterogeneity. These differences can be as 
large as 30–40% for PB for small field size (12 mm × 12 mm)  
based on dose within the central 80% of field size. In 
regions outside the treatment fields (penumbra region), PB 
again fails to replicate measured data. Significant under-
prediction of dose (up to 50%) by PB model is seen in the 
penumbra region. MC calculations on the other hand, show 
excellent agreement with measured dose for all field sizes 
at all depths for the phantoms considered in this work. 
Within lung tissue Acuros and Pinnacle provide closest 
agreement with MC with AAA and PB showing the greatest 
discrepancy.

The dual lung target phantom provides the most 
stringent test of MC accuracy and highlights essential 
differences between various dose models. Based on the 

results in Figure 9, we see that PB dose between two targets 
is the same regardless of the field size. However, in regions 
outside both targets, the 30 mm × 30 mm field shows 
larger differences between PB and MC when compared 
with the 60 mm × 60 mm field size. This effect is due to 
the fact that smaller regions of low density are treated with 
30 mm field compared to 60 mm field. However, since the 
region between both targets is the same in both cases, no 
difference in PB results is seen. Pinnacle TPS shows the 
best agreement with MC in both magnitude and shape 
of dose profiles as well as the behavior near the interface 
regions. Acuros well reproduces dose in the low-density 
region surrounding the target but over-predicts dose within 
the low-density region between dual targets. AAA shows a 
lack of sensitivity to tissue density variations. 

Finite size of calculation grid size can contribute to MC 
results in interesting ways. For small fields, MC results 
show somewhat inferior agreement with measurement 
due to lack of sufficient calculation accuracy (not-shown). 
We also investigated the role played by the number of 
particle histories in MC calculations on the quality of fits by 
reducing statistical variance to 0.1%. However, this did not 
have a significant effect on our results. 

An interesting behavior is noted with respect to PB 
calculations. When compared to measured data, the 
magnitude of PB over-prediction is inversely proportional 
to field size at a given depth in phantom (Figure 5). 
Knowing the dose over prediction for a given field size, 
one can estimate it for any other field size by a simple scale 
factor. This may be important when determining ideal 
treatment margins for small targets in lung SBRT planned 
with PB type algorithms. 

Figure 10 Dual lung target phantom dose indices: (A) Ddiff and (B) Dspill.
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In our work, we have also studied the importance of 
using two new dose profile indices. The dose difference 
index (Ddiff) is a measure of dose enhancement in the central 
80% of field size. This is directly proportional to the dose 
received by the target. The dose spill index (Dspill) evaluates 
dose in regions outside the target. This may be important in 
evaluating dose in the periphery of the target as well as dose 
received by nearby critical structures.

A limitation of the present study is that only 6MV 
photons were investigated. The effect of heterogeneity 
corrections may be more exaggerated at higher energies. 
However, since most of the treatment plans for lung SBRT 
are performed with volumetric modulated arc therapy 
(VMAT) at lower (6MV) energies, the presented results will 
be useful for clinics treating patients with SBRT.

Conclusions

A variety of dose calculation algorithms have been used 
in treatment planning for lung SBRT patients. These 
range from simple PB convolution method with limited 
accuracy to 3D CS and the most sophisticated MC model. 
Predictions from each dose algorithm were compared 
with measured data for a range of field sizes in custom 
phantoms composed of tissue, bone and lung equivalent 
materials. Knowledge of the limitations of each TPS will 
help optimize treatment planning for lung SBRT patients 
in the clinic. The results of this multi-institutional study 
may further help clarify dose differences seen in patients 
enrolled on protocol studies.
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