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a multicenter retrospective study
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Background: Multicenter medical research is becoming a new trend. However, interagency data privacy 
security protection has become a major bottleneck of multicenter research. Therefore, to overcome this 
privacy protection issue, the aim of the present study was to apply a self-developed privacy-preserving 
machine learning framework for researchers who can build models on medical data from multiple sources, 
while providing privacy protection for both sensitive data and the learned model. 
Methods: Based on Arya, a novel privacy computing platform developed by Healink, we constructed a 
privacy-preserving federated learning (FL) model using the fully connected neural network with datasets 
from 2–3 individual medical institutions. In the dataset, 80% of records were used for joint modeling on 
acute myocardial infarction (AMI) diagnosis. Modeling efficacy was evaluated with the remaining 20% 
of records. As the control, 1,500 medical records from 1 medical institution were used for single-center 
modeling and efficacy evaluation. During the process, the original data were still kept in individual hospital 
without moving or transferring out of the hospitial. The diagnostic efficacy (sensitivity, positive predictive 
value, and accuracy) was evaluated.
Results: Our privacy-preserving FL model gives reliable AMI diagnostic efficacy. Three-center modeling 
(79% sensitivity, 88% positive predictive value, and 82.3% accuracy) and two-center modeling (77.8% or 
77.6% sensitivity, 86.7% or 85.30% positive predictive value, and 81% or 79.7% accuracy) achieved relative 
high diagnostic efficacy; and single-center modeling achieved relative low diagnostic efficacy (76% sensitivity, 
84.7% positive predictive value, and 79% accuracy). 
Conclusions: The Arya privacy computing platform is efficient and practical for the FL model, which 
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Introduction

With the development of medical research, there is a 
strong requirement for the quality of multicenter medical 
research, which has many significant advantages over 
single-center medical research, including sufficient data 
size, improved generalizability, and reproducibility of the 
research outcomes (1). Multicenter medical research aims to 
strengthen collaborations among institutions, promote new 
discoveries with pooled dataset from multiple sources, and 
accelerate the translation of research outcomes into clinical 
practice (2). 

However, many medical institutions are unwilling to 
share their data, because data sharing could increase privacy 
security risks. The leakage of sensitive medical information 
to researchers, other institutions, and unauthorized users 
can result in financial loss, social discrimination, and data 
abuse. All these concerns hinder the collaborative benefits 
of multicenter medical research. Therefore, there is an 
urgent need to develop a framework to support multicenter 
medical research efficiently, by technically breaking data 
islands and encouraging joint model without moving or 
transferring original data. To solve this problem, several 
privacy-enhancing technologies have been developed, 
including privacy-preserving machine learning, secure 
multiparty computation (MPC), homomorphic encryption, 
differential privacy, and federated learning (FL) (3-7).

MPC is a collaborative computing technology to protect 
privacy among a group of untrusted participants. MPC 
should ensure the independence of input, correctness of 
calculation, decentralization, and other characteristics, 
and does not disclose each input value to other members 
participating in the calculation. It is mainly aimed at the 
problem of how to safely calculate a convention function 
without a trusted third party (8,9). At the same time, each 
participant cannot get any input information of other 
entities except the calculation results. 

FL is a machine learning framework that was first 
proposed by Google in 2016, and is expected to become the 

basis of next-generation artificial intelligence collaborative 
algorithms and networks. FL can effectively determine 
data use and machine learning modeling among multiple 
participants or computing nodes on the premise of ensuring 
information security during big data exchange, protecting 
the privacy of terminal data and personal data, and ensuring 
legal compliance (10,11). 

Blockchain (BT) is a new application mode of computer 
technology and includes distributed data storage, point-to-
point transmission, consensus mechanisms, and encryption 
algorithms, characterized by decentralization and 
transparency so that database records can be shared safely 
(12,13). At present, it is being studied all over the world and 
can be widely used in several fields, including the medical 
scene.

The Arya privacy computing platform, which was 
developed by Hangzhou Healink Technology in 2020, 
integrates the latest technologies such as FL, secure MPC, 
distributed machine learning, and BT. In this current study, 
we present a privacy-preserving FL model with medical 
data from 3 individual hospitals based on the Arya privacy 
computing platform, and then evaluate model efficacy 
based on acute myocardial infarction (AMI) diagnosis. The 
AMI diagnostic model would benefit doctors and people in 
countrysides as an auxiliary diagnosis tool. We present the 
following article in accordance with the STARD reporting 
checklist (available at https://atm.amegroups.com/article/
view/10.21037/atm-22-4331/rc).

Methods

Datasets

The dataset was provided by 3 individual medical 
institutions (the Second Affiliated Hospital, Zhejiang 
University School of Medicine; Jiande First People’s 
Hospital; and the First People’s Hospital of Linping). The 
dataset from the Second Affiliated Hospital, Zhejiang 
University School of Medicine consisted of 1500 records 
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(each record corresponding to a patient), including  
750 AMI [International Coding Diagnosis (ICD) code 
=I21] patients (denoted by Dpos1) and 750 non-AMI (ICD 
code ≠I21) patients (denoted by Dneg1). The dataset from 
Jiande First People’s Hospital consisted of 712 records, 
including 356 AMI (ICD code =I21) patients (denoted by 
Dpos2 and 356 non-AMI (ICD code ≠I21) patients (denoted 
by Dneg2). The dataset from the First People’s Hospital of 
Linping consisted of 1,402 records, including 701 AMI 
(ICD code =I21) patients (denoted by Dpos3) and 701 non-
AMI (ICD code ≠I21) patients (denoted by Dneg3). All the 
data were not merged and were stored in the information 
center of each hospital separately. A total of 12 biochemical 
indicators (troponin-I, troponin-T, creatine kinase 
isoenzymes, aspartate aminotransferase, homocysteine, low-
density lipoprotein cholesterol, high-density lipoprotein 
cholesterol, total cholesterol, triglycerides, total bilirubin, 
indirect bilirubin, and direct bilirubin) were included in 
the study. The dataset was split into the training set and 
validation set in both a class-level and institution-level 
stratified manner. In total, 80% of records were used in 
the model training phase to compute a model for AMI 
prediction with 12 covariates, and the remaining 20% of 
records were used in the testing phase to assess the accuracy 
of the model with the 12 given covariates. As shown in 

Figure 1, 600 randomly selected AMI patients and 600 non-
AMI patients from the Second Affiliated Hospital, Zhejiang 
University School of Medicine, 285 AMI patients and  
285 non-AMI patients from the Jiande First People’s 
Hospital, and 561 AMI patients and 561 non-AMI patients 
from the First People’s Hospital of Linping were included 
in the training set; the remaining patients were included in 
the validation set. The process of data enrollment for model 
training and validation is shown in Figure 1. The study was 
conducted in accordance with the Declaration of Helsinki 
(as revised in 2013). The study was approved by the ethics 
committee of the Second Affiliated Hospital, Zhejiang 
University School of Medicine (No. 2022-0695). The other 
2 hospitals (Jiande First People’s Hospital, the First People’s 
Hospital of Linping) were also informed and agreed the 
study. And written informed consent was waived, as the 
data were analyzed retrospectively in a privacy-preserving 
manner.

Data preprocessing

Not all patients had all 12 biochemical indicators, which 
causes the unfilled items, or missing values, in the dataset. 
Missing values in Dpos1, Dneg1, Dpos2, Dneg2, Dpos3, Dneg3 were 
handled separately. The missing value i

mv  of an indicator i 

Dataset
n=1,500

The Second Affiliated Hospital, 
Zhejiang University School of Medicine

Jiande First People’s Hospital The First People’s Hospital of Lingping 

ICD =I21
n=750

n=600

n=150

ICD =I21
n=356

n=285

n=71

Model training

Model validation

ICD =I21
n=701

n=561

n=140

ICD ≠I21
n=750

n=600

n=150

ICD ≠I21
n=356

n=285

n=71

ICD ≠I21
n=701

n=561

n=140

Dataset
n=712

Dataset
n=1,402

Figure 1 Data enrollment for model training and validation. ICD, International Coding Diagnosis.
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is processed by filling with the mean value of the column as 
follows:

i
ni

m i
n

V
v

V
← ∑

  
[1]

where i
nv  is the set of non-missing values of indicator i, and 

 ⋅  is the number of a set. Each column of indicators in the 
data subset is processed separately based on this method.

Data quality assessment

Data quality was evaluated and divided into low-quality data 
(the number of missing values in a record >2) and high-
quality data (the number of missing values in a record <2).

FL workflow on Arya

The FL workflow on Arya used in this study is shown in 
Figure 2. First, the user defined the dataset and model 

configurations, including features, labels and hyper-
parameters, and selected collaborative hospitals on Arya. 
Then, the user initiated the multi-center collaborative 
modeling task when the basic model was configured. 
Second, the Arya cloud service exchanged the keys of 
collaborative hospitals using the Diffie–Hellman algorithm, 
and adopted the secure aggregation algorithm and secure 
transport protocol to protect data security and user 
privacy during distributed collaborative computing in the 
modeling process. Third, the Arya cloud service sent the 
configuration of the dataset and model to the servers at the 
hospitals. Based on the dataset configuration, the servers 
selected matched the dataset from their own databases 
separately. Then, the computation nodes of the hospitals 
received the model configuration and built their own local 
artificial intelligence models. In the present study, the 
local model applied to the aforementioned fully connected 
neural network. Fourth, after initializing local models and 
other environment settings, the computation nodes of 
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Figure 2 Construction process of the federation model.
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the hospitals start model training with selected local data. 
Then, the network weight of the local model was added 
with random mask and sent to the Arya cloud service. It is 
worth noting that the original data were still stored in the 
hospital without any transmission during this process. Fifth, 
the Arya cloud service received the network weight and 
calculated the weighted mean based on the proportion of 
respective sample size in order to merge the local models. 
The example of 2-center collaborative modeling is shown as 
follows:

ji
g i j

i j i j

nnw w w
n n n n

← +
+ +   

[2]

where wi and wj are the network weight of the local models, 
ni and nj are the numbers of matched data in the hospitals, 
and wg is the network weight of the global federation model 
updated in this iteration. The secure aggregation algorithm 
assigned random masks to each computation node to 
avoid leakage of wi and wj during the transmission, and 
also ensures that the weighted sum of each collaborator’s 
random mask is 0 when calculating wg. Sixth, the Arya cloud 
service sent the latest network weight of the global model 
to the computation nodes of the hospitals and updated their 
local models. Seventh, steps 4–6 were repeated k times, that 
is, the number of the global iteration was set to k, to get the 

final trained multicenter AMI diagnostic model.

Local model settings
In FL, the computation node at each institution was asked 
to build a local model that learns knowledge only from 
internal data. We chose the fully connected neural network 
as a basic model. As shown in Figure 3, the local model 
consists of 1 input layer, 3 hidden layers, and 1 output 
layer. The input layer contains 12 neurons that receives 
12 biochemical indicators as input. Information is then 
forwarded to the next 3 hidden layers with 7–5–5 neurons, 
respectively. The output layer then gives the signal of 
whether a patient has AMI or not. Values of each neuron in 
1 layer are linear combined and activated by rectified linear 
unit (ReLU) in the input layer as follows:

( ) ( )0,ReLU x max x=
 

[3]

and the hidden layer, or sigmoid as follows in the output 
layer:

( ) ( )
1

1 xx
e −

=
+

σ
 

[4]

The local model applied binary cross-entropy as the loss 
function, and was optimized with Adam algorithm with a 
learning rate of 0.05.

Global model settings
In this study, we chose k =100, i.e., the number of the global 
iteration was set to 100, to get the final trained multicenter 
AMI diagnostic model.

Results 

Data quality 

A total of 1,168 (77.9%) records were defined as high-
quality data for the Second Affiliated Hospital, Zhejiang 
University School of Medicine, 224 (31.5%) records 
were defined as high-quality data for Jiande First People’s 
Hospital, and no record was defined as high-quality data for 
the First People’s Hospital of Linping because 2 columns of 
values were missing.

Based on the data quality, the dataset from the Second 
Affiliated Hospital, Zhejiang University School of Medicine 
was applicable for single-center modeling and privacy-
preserving multicenter modeling. The datasets from Jiande 
First People’s Hospital and the First People’s Hospital of 
Linping could not be used for single-center modeling due 

Figure 3 Architecture of fully connected neural network 
used as the basic model. AMI, acute myocardial infarction; 
TNI, troponin-I; TNT, troponin-T; CK-MB, creatine kinase 
isoenzymes; AST, aspartate aminotransferase; HCY, homocysteine; 
LDL-C, low-density lipoprotein cholesterol; HDL-C, high-
density lipoprotein cholesterol; TC, total cholesterol; TG, 
triglycerides; TBIL, total bilirubin; IBIL, indirect bilirubin; DBIL, 
direct bilirubin.
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to too many missing values that were difficult to repair. In 
the present study, we tried to use the datasets from Jiande 
First People’s Hospital and the First People’s Hospital of 
Linping for 2- and 3-center modeling to investigate the 
possibility of performance improvement.

Performance of 3-center modeling by FL 

The results showed that the model trained on 3-center data 
achieved 79% sensitivity, 88% positive predictive value, and 
82.3% accuracy for AMI prediction (Figure 4). 

Performance of 2-center modeling by FL

The results showed that the model trained on 2-center data 
(the Second Affiliated Hospital, Zhejiang University School 
of Medicine and Jiande First People’s Hospital) achieved 
77.8% sensitivity, 86.7% positive predictive value, and 
81% accuracy for AMI prediction, and the model trained 
on 2-center data (the Second Affiliated Hospital, Zhejiang 
University School of Medicine and the First People’s 
Hospital of Linping) achieved 76.6% sensitivity, 85.3% 
positive predictive value, and 79.7% accuracy for AMI 
prediction (Figure 4).

Performance of single-center modeling

Due to the low-quality dataset from Jiande First People’s 
Hospital and the First People’s Hospital of Linping, we only 
used datasets from the Second Affiliated Hospital, Zhejiang 
University School of Medicine for single-center modeling as 
a comparison. The fully connected neural network build in 
the single-center scenario followed the same settings as the 
multicenter modeling. The results showed that the model 

trained on single-center data achieved 76% sensitivity, 
84.7% positive predictive value, and 79% accuracy for AMI 
prediction (Figure 4).

Our privacy-preserving FL model gave reliable AMI 
diagnostic efficacy. Three-center modeling achieved 79% 
sensitivity, 88% positive predictive value, and 82.3% accuracy. 
Two-center modeling achieved 77.8% or 77.6% sensitivity, 
86.7% or 85.3% positive predictive value, and 81% or 79.7% 
accuracy. Single-center modeling achieved 76% sensitivity, 
84.7% positive predictive value, and 79% accuracy. 

Discussion

AMI is a leading cause of mortality, despite recent 
advances in percutaneous coronary intervention and 
pharmacotherapy, In the recent years, the incidence of AMI 
has been gradually increasing, especially in those under 
the age of 45 years (14). Therefore, early prediction and 
diagnosis is helpful for prevention and maintenance, and 
reducing AMI morbidity and mortality. 

Several diagnostic models have been developed based 
on artificial intelligence (15-18). Du et al. reported that a 
system model based on improved machine learning showed 
a certain effect in their clinical analysis of AMI (17). Wang 
et al. established a multitask interactive attention learning 
model and found it could improve the diagnostic efficiency 
of AMI (18). However, privacy security risks have hindered 
the development of artificial intelligence-based diagnostic 
models in AMI and other diseases. The Arya privacy 
computing platform was developed by Healink is to solve 
the dilemma between data value and privacy protection. 
It is based on collaborative computing and joint modeling 
of multiparty data, so as to help medical institutions better 
apply data to carry out medical research on the basis of 
ensuring the security of original data.

In the current study, we explored the possibilities of 
medical data collaboration on National Regional Medical 
Center for Cardiovascular Diseases constructed by the 
Second Affiliated Hospital, Zhejiang University School of 
Medicine. We first established a FL model for AMI diagnosis 
with medical data from 3 individual medical institutions 
based on Arya. During the process, Arya was used to 
build a single data platform based on privacy and security 
computing for each hospital as the core, and then to build a 
data collaboration alliance network that could provide 2-way 
promotion and improve the service level. In addition, as a 
distributed machine learning paradigm, FL can effectively 
solve the problem of data islands, so that each participant can 

Figure 4 Modeling efficacy evaluation. (A) The Second Affiliated 
Hospital, Zhejiang University School of Medicine; (B) Jiande First 
People’s Hospital; (C) the First People’s Hospital of Linping. Acc, 
accuracy; PPV, positive predictive value; Sens, sensitivity. 
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only exchange encrypted model parameters and complete 
the establishment of the model without exchanging original 
data. The machine learning algorithms that can be used in 
FL include neural networks, which were used in the current 
study, logistic regression, and a tree-based model (19,20), 
which is suitable for complex iterative computing scenarios 
of big data modeling and predictive analysis. The technical 
characteristics of FL include the following: (I) the data of 
all parties shall be kept locally without disclosing privacy 
or violating laws and regulations; (II) under the FL system, 
each participant has the same identity and status; (III) the 
modeling effect of FL is the same as that of modeling the 
whole dataset in 1 place, or there is little difference; and (IV) 
all participants combine data to establish a virtual common 
model and a system for mutual benefit (21). 

The results demonstrated that our privacy-preserving 
FL model gives reliable diagnostic efficacy for AMI. Three-
center modeling and two-center modeling achieved relative 
high. And single-center modeling achieved relative low 
diagnostic efficacy. These findings indicate that multicenter 
medical research favors to achieve reliable diagnostic 
efficacy, and Arya is efficient and practical for real-world 
applications, and to promote multicenter medical research 
in a secure manner without sacrificing diagnostic efficacy. 

Valuable data with scientific research value have been 
shelved by data managers for risk control due to the lack of 
privacy and security computing power of past collaboration 
platforms, creating further obstacles for the development of 
multicenter medical research. Therefore, it is important to 
establish a platform for big medical data use and exchange 
based on privacy security computing technology. The 
findings in the current study provide a good example for 
multicenter medical research based on a privacy computing 
platform, and achieved good results. In the future, privacy 
security computing technology will continue to play a 
leading role in medical research, especially multicenter 
medical research, with better data value sharing.
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