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Reviewer A 
 

Comment 1: Line 70: There are other groups that already developed finite element 
models which are used for fracture prediction in patients (Goodheart et al, Eggermont 
et al, Sternheim et al). Why would it be preferred to do the tests of this study in a canine 
osteosarcoma model instead of a human osteosarcoma model? 

Reply 1: The authors agree that previous models have been generated using human 
osteosarcoma models, which are ultimately more relevant to human healthcare. 
However, many previous models have not demonstrated large-scale clinical validation. 
Due to the relatively greater prevalence of osteosarcomas in canines as compared to 
humans, our intent was to leverage this patient population as a means of expedited 
clinical validation of our fracture prediction model. We wanted to start with a canine 
osteosarcoma model as a preliminary study to validate the procedure before moving on 
to testing with lesions and human tissue. The benefit of using the canine model is that 
we could eventually test the modeling procedure on living canine patients to determine 
whether it’s clinically feasible; this would allow us to make the appropriate changes to 
the technique necessary to be useful in humans. Future work will include clinical 
validation of this model and confirmation of translatability to humans. 

Changes in the text: We have added text to the Introduction to explain our 
rationale for using a canine model, as this was not clear in the original manuscript (Page 
5, line 90). “Many previous models have not demonstrated large-scale clinical 
validation. Due to the relatively greater prevalence of osteosarcoma in canines (15) as 
compared to humans, a canine model was used in this study to leverage the patient 
population as a means of expedited clinical validation of the fracture prediction model. 
The canine osteosarcoma model will serve as a preliminary model to validate the 
procedure before moving on to testing with lesions and human tissue. The benefit of 
starting with canines is that the modeling procedure could eventually be tested on living 
canine patients to determine whether it’s clinically feasible and allow for making 
appropriate changes to the technique necessary to be useful in humans.” 
 

Comment 2: Line 97/line 274: Is the semicircular osteotomy a good representation 
of an osteosarcoma? What differences would you expect between the osteotomy and an 
action osteosarcoma lesion? 

Reply 2: Thank you for the questions. We would expect an osteosarcoma lesion to 
have a different macroscopic structure and material properties from the osteotomy. The 



purpose of the osteotomy was to simulate weakening of the bone, but it does not 
encapsulate the aforementioned structural and material differences. To address this, 
future work will include validating the modeling technique on bones with osteosarcoma 
lesions. 

Changes in the text: We have modified our text as advised to explain the limitations 
of using an osteotomy rather than actual lesions (Page 18, line 347). “Although the 
osteotomy simulates the weakening of the bone that occurs in active lesions, it does not 
take into account structural and material properties of the tumor. Future work will 
further investigate the use of FE models on limbs with clinically diagnosed 
osteosarcoma to better represent the effect of tumors on fracture mechanics.” 
 

Comment 3: Line 102: The different loading conditions are referred to as 
“treatment group”, which was confusing. Using the term “loading group/loading 
condition” could clarify this. 

Reply 3: We agree that this terminology was misleading and have changed it to 
clarify the groups. 

Changes in the text: We have modified our text as advised (Page 6, line 115). “… 
were randomly allocated to one of three loading groups for biomechanical testing.” 
 

Comment 4: Line 103: Only a few samples are used for each of the loading 
conditions. What is the power of this study? 

Reply 4: The authors appreciate this comment. For this initial study, we had a 
limited number of samples available, and wanted to make sure the model could predict 
responses in all three loading conditions (compressions, bending, and torsion). We ran 
a statistical power analysis, which resulted in power values below 50%. Because of the 
low sample size, we regonize that statistical analysis may not be the most appropriate 
method of analysis. For this reason, we decided to switch to a linear regression to 
compare experimental and computational results, which also allowed for more direct 
comparison between similar published studies.  

Changes in the text: We modified our text as advised by acknowledging low sample 
size as a limitation (Page 17, line 331). “The main limitation was that this study had a 
small sample size; additional samples are needed in future studies to support validation 
of the models more robustly.”  

We also added a linear regression analysis in place of statistical and power analysis 
(Page 14, line 247). “Linear regressions were performed comparing experimental and 
finite element yield loads to determine the accuracy of the FE predictions. Plots of the 
regression are shown in Figure 7 for bending and compression (Figure 7A) and for 
torsion (Figure 7B). The respective R2 values were 0.9335 and 0.8798.” 



 
Figure 7: Linear regression comparing experimental and finite element yield for 
compression and bending (A) and torsion (B). Compression and bending were grouped 
together to ensure sample size was sufficient to perform linear regression. 
 

Comment 5: Line 156: “…, medullary cavity elastic modulus was manually input 
as a constant isotropic value of 0.02 MPa”. How was the medullary cavity 
determined/segmented? 

Reply 5: The authors agree that the medullary cavity segmentation criteria was 
unclear in the original submission. The medullary cavity was defined using a 
Houndsfield (HU) cutoff for bone, and regions with a lower HU were considered part 
of the medullary cavity. Previous studies have investigated HU ranges for bone (such 
as the Kim et al. paper “Houndsfield units on lumbar computed tomography for 
prediciting regional bone mineral density”). We used a value of 226 HU as the lower 
bound for bone, which is similar to the 300 HU used in this paper. The difference in our 
methods was that we defined any tissue in the model below the bone threshold to be 
bone marrow. 

Changes in the text: We have modified our text to explain how the medullary cavity 
region was determined (Page 9, line 171). “The medullary cavity was defined using an 
HU cutoff for bone of 226 HU, corresponding to an elastic modulus of 2462 MPa. All 
regions in the model with a modulus lower than this were considered to be part of the 
medullary cavity; this was confirmed by visual inspection of these regions.” 
 

Comment 6: Line 169: Why are the yield loads mentioned in the Methods section 
instead of the Results section? 

Reply 6: Thank you for pointing this out. We agree that the yield loads should be 
in the Results section. 

Changes in the text: We have modified our text as advised and moved yield 
loads to the Results section (Page 11, line 216). “Yield loads for individual samples 
were 867 N (C1), 1028 N (C2), 157 N (B1), 403 N (B2), 471 N (B3), 7.7 N-m (T1), 5.0 



N-m (T2), and 3.8 N-m (T3).” 
 

Comment 7: Line 180: “It was assumed that yield strain of bone is similar between 
humans and canines.” Is there any supporting literature? 

Reply 7: Thank you for the comment. We were unable to find any recent literature 
reporting canine yield strain or the differences between canine and human yield strain. 
Because of this, we removed this assumption from the manuscript. However, this value 
of 0.0073 was used in previous finite element study of canine bone (Laurent et al. 2016), 
which is why we made this assumption. 

Changes in the text: We modified the text to remove this assumption and support 
the yield strain value that we used (Page 11, line 198). “The threshold strain for this 
criterion was 0.0073, which is the yield strain of human bone in tension (10) and has 
been used in previous canine studies (8).” 
 

Comment 8: Table 1: It would be useful to add the number of samples for each 
loading type to the table. 

Reply 8: Thank you for pointing this out. We agree that this information should be 
included. 

Changes in the text: We have modified our text as advised by adding the number 
of samples to Table 1 (Page 12, Table 1, line 228). 
 
Table 1: Experimentally determined average values of yield load, stiffness, and 
maximum principal strain (measured at the strain gauge location when yield occurred). 
Loading type Stiffness (N 

mm/rad for torsion, 
N/mm for bending 
and compression) 
 

Maximum Principal 
Strain (µe) at 
Osteotomy 

Yield Load/ Torque (N 
m for torsion, N for 
bending and 
compression) 

Bending (N=3) 28.9 ± 13.9 N/mm 9502 ± 2018 343 ± 135 N 
Torsion (N=3) 16.9 ± 8.5 N mm/rad 5197 ± 343 5.50 ± 1.61 N m 
Compression (N=2) 421 ± 116 N/mm 5354 ± 652 947 ± 81 N 

 
Comment 9: Table 2: The ranges are quite large. The authors conclude that the 

strain error can be determined by FEA with high accuracy (line 228), but also show a 
range of errors between -11 and 32%. For yield load the authors state they find moderate 
accuracy, but these results range between -49 and 65%, which is quite a large deviation 
in my opinion. What is the definition of high accuracy and moderate accuracy? 

Reply 9: Thank you for the comment. We agree that these definitions of high and 



moderate accuracy may not be appropriate. We still believe these study results are 
acceptable, as the yield load errors were comparable to other published papers.  

Changes in the text: We have modified our text as advised by comparing the 
stiffness, strain, and yield accuracies to each other rather than an absolute statement of 
“high accuracy” or “moderate accuracy” (Page 15, line 266). “Overall, the finite 
element model was most accurate in predicting stiffness, followed by strain, with yield 
load have the lowest accuracy.” We also added a comparison to other paper regarding 
accuracy in terms of R2 values and yield load, supporting the acceptance criteria used 
in this study (Page 16, line 311). “When performing a linear regression on the 
relationship between experimental and FE-predicted yield, R2 values of 0.94 for 
compression/bending and 0.88 for torsion were observed. These values are similar to 
previous research that used CT-based FE models to assess fracture likelihood in 
metastatic femurs which reported R2 values of 0.90 and 0.93 for intact bones and bone 
with lesions, respectively (12). Two separate groups utilized similar FE methods in 
femurs and reported R2 correlations of 0.78 (22) and 0.88 (23). This suggests that the 
proposed modeling procedure possesses similar accuracy to other published methods.” 
 

Comment 10: Figure 5: Why is there only an error bar for the experimental data, 
and why to the error bars represent 10% instead of a standard deviation/standard 
error/range? 

Reply 10: The 10% on the experimental data was supposed to be a visual 
representation of what +- 10% error would look like graphically. Because each bar on 
the graph is a single data point and not an average, standard deviations could not be 
used. However, we agree that the 10% is confusing, so we removed the error bars from 
the graphs. 

Changes in the text: We modified the text by removing error bars from the graphs 
(Pages 13-14, Figures 5-6). 

 



 
Figure 1: Comparison of experimental and finite element stiffness and yield load in 
compression (A, B), bending (C, D), and torsion (E, F). 

 

 

Figure 2: Comparison of yield strain between experimental and finite element data.  

 
Comment 11: Line 225: The results of the three different loading conditions are 

analyzed with one t-test. Why do three loading conditions if you are going to analyze 
everything together? If you have three loading conditions, you also need to analyze 
them separately. 

Reply 11: Thank you for bringing up this flaw in our analysis. We agree that loading 
conditions are more appropriately presented separately. We removed statistical analysis 



from the paper due to low sample size, eliminating the need for more t-tests. For the 
added linear regression analysis, we analyzed torsion separately from bending and 
compression. The bending and compression conditions were grouped together in this 
case due to the sample size of 2 for compression, which would have resulted in a 
misleading R2 value of 1.0. 

Changes in the text: We have modified our analysis procedure by separating torsion 
from bending and compression in the linear regression analysis (Page 14, line 248). 
“Plots of the regression are shown in Figure 7 for bending and compression (Figure 7A) 
and for torsion (Figure 7B).” 
 

Comment 12: Line 232: What is ROI location? 
Reply 12: Thank you for the question, we did not properly clarify this within the 

Results section. The ROI is at the location of the strain gauges, which is on the surface 
opposite the defect, as explained in Methods (see Page 6, line 123). 

Changes in the text: We have modified our text as advised by clarifying the ROI 
location within the Results section (Page 15, line 267). “Some of the error in the strain-
based yield load predictions likely resulted because the location of the fracture did not 
occur at the ROI (location of strain gauge measurements) in all samples, particularly 
for torsion samples” 
 

Comment 13: Line 244: It should be mentioned that the fact that there was only a 
small number of samples and the fact that all loading conditions were analyzed together 
is a limitation of these results. 

Reply 13: Thank you for the comment. We agree that the small sample size is a 
limitation, though we believe the size was adequate for the purposes of this preliminary 
study. The loading conditions have been separated out in the updated version of the 
manuscript to assist with interpretation of the data.  

Changes in the text: We modified our text as advised by acknowledging small 
sample size as a limitation (Page 17, line 331). “The main limitation was that this study 
had a small sample size; additional samples are needed in future studies to support 
validation of the models more robustly.” 
 

Comment 14: In the Discussion, it would be nice to add a comparison with the FE 
models of other groups (as mentioned before). 

Reply 14: The authors agree that the addition of a comparison to other models 
would enhance this work. 

Changes in the text: We modified the text as advised to include comparisons to 
other papers regarding model accuracy and model setup (Page 16, line 311). “Results 
from this study were compared to similar fracture prediction studies. When performing 



a linear regression on the relationship between experimental and FE-predicted yield, R2 
values of 0.94 for compression/bending and 0.88 for torsion were observed. These 
values are similar to previous research that used CT-based FE models to assess fracture 
likelihood in metastatic femurs which reported R2 values of 0.90 and 0.93 for intact 
bones and bone with lesions, respectively (12). Two separate groups utilized similar FE 
methods in femurs and reported R2 correlations of 0.78 (22) and 0.88 (23). This suggests 
that the proposed modeling procedure possesses similar accuracy to other published 
methods.  

The modeling procedure of this study mainly differed from other CT-based FE 
models in the definition of material property. Stadelmann et al. set a constant elastic 
modulus (10 GPa) for their publication on human vertebrae (13), while others used HU 
and density equations to calculate modulus without considering the effect of bone 
marrow on mechanics (24, 25). The technique outlined in this study used similar 
equations for bone (though for canine rather than human) but set bone marrow modulus 
to a constant value. When investigating methods of applying material properties, it was 
found that using these equations for the whole model (including the medullary cavity) 
had a 30% higher error than proposed method, while neglecting bone marrow had a 38% 
higher error. This suggests that bone marrow does affect bone mechanics and should be 
accounted for.” 
 

Comment 15: Line 258/supplementary material: To enable better interpretation of 
the results, it would be helpful to add the body weights of the dogs to the table in the 
supplementary material. 

Reply 15: Thank you for the comment. We agree that body weights should be added. 
Changes in the text: We added body weight data to the supplementary material 

(Page 23, line 456). 
 

 

 
Comment 16: Line 264: The limitations about the low number of samples and low 

power are missing. 



Reply 16: Thank you for the comment. We agree that these are limitations that 
should be acknowledged. 

Changes in the text: We modified our text as advised to acknowledge sample size 
and low power as limitations (Page 17, line 331). “The main limitation was that this 
study had a small sample size; additional samples are needed in future studies to support 
validation of the models more robustly.” 
 

Comment 17: As mentioned before, the conclusion is too strong considering the 
low sample size and the fact that canine radii were used instead of human material. 

Reply 17: Thank you for the comment. We have modified the conclusion 
accordingly.  

Changes in the text: We have modified our text as advised by rewording the 
conclusion (Page 18, line 355). “In conclusion, the finite element technique presented 
in this study shows promising accuracy in predicting bone fracture mechanics in canine 
radii with artificial osteosarcoma defects. Although more work is needed in order to 
translate to humans, this method could eventually provide clinicians with quantitative 
data to support decisions regarding surgical intervention for patients with osteosarcoma 
or bone metastases.” 
 
 
Reviewer B  
  

Comment 1: This study used well established methods for creating simple linear 
elastic finite element model from long bone CT data. Simple loading is applied as per 
experimental conditions through testing fixtures (with no soft tissue forces). While the 
paper is sound it is not particularly novel. Dr Snyder’s group has done similar work in 
human long bones using both FE models and structural rigidity measures to evaluate 
fracture risk (and compared this to MIRELS scoring) in a number of papers published 
over the past decade and longer. The authors have the Derikx paper in their references 
– “Some studies have also modeled metastatic lesions from human cadaveric tissue (12, 
13)” – with no comparison to their methods or findings. The Snyder group also looked 
at fracture risk in benign skeletal neoplasms in children finding CT based structural 
rigidity measures worked very well in this scenario. As such, are FE models needed in 
these simplified scenarios?  

Reply 1: Thank you for the comment. We chose to use simple loading conditions 
(compression, torsion, and bending) in order to better represent a wide range of loading; 
since complex loading involves some combination of these simple loads, if the model 
can correctly predict mechanics of simple loads, it should be able to predict complex 
loads as well. Our future work will aim to support this assumption. We used a linear 



elastic model to reduce complexity and computational time in the goal of clinical 
feasibility. We believe that FE models are still needed in these simplified scenarios; as 
noted in the Introduction, non-FE methods such as MIRELS scoring lack patient-
specificity geometric features. Thus even simplified patient-specific models should 
provide improved fracture prediction due to greater accuracy in the geometric modeling 
than non-FE methods.  

Changes in the text: We have modified our text as advised to include comparisons 
to the Derikx paper (Page 16, line 311). “When performing a linear regression on the 
relationship between experimental and FE-predicted yield, R2 values of 0.94 for 
compression/bending and 0.88 for torsion were observed. These values are similar to 
previous research that used CT-based FE models to assess fracture likelihood in 
metastatic femurs which reported R2 values of 0.90 and 0.93 for intact bones and bone 
with lesions, respectively (12).” 
 

Comment 2: Did you consider structural rigidity measures?  
Reply 2: Thank you for the comment. No, we did not consider structural rigidity in 

our models. We did, however, measure stiffness, which is similar to rigidity in that it 
considers resistance to deformation. Because of this, we felt that measuring rigidity 
would be redundant and would make the modeling procedure more time consuming. 
Furthermore, rigidity would incorporate specimen area, which is not constant along the 
length of the sample and would therefore need to be averaged across several points, 
reducing accuracy. 

Changes in the text: No changes were made to the text. 
 

Comment 3: Note the simulated model is not necessarily reflective of metastatic or 
primary tumors – a limitation that has been acknowledged in many studies using a drill 
hole to simulate pathology. It would be helpful to report R2 values to allow easier 
comparisons with earlier work.  

Reply 3: Thank you for bringing up R2 values as an analysis technique; we agree 
that reporting R2 would help with comparisons. We also agree that our model is not yet 
representative of tumor tissue. In the future, we plan to expand this modeling procedure 
to bones with tumors now that it has been validated on healthy bone.  

Changes in the text: We modified our text as advised to acknowledge the limitation 
of using a drill hole (Page 18, line 347). “Although the osteotomy simulates the 
weakening of the bone that occurs in active lesions, it does not take into account 
structural and material properties of the tumor. Future work will further investigate the 
use of FE models on limbs with clinically diagnosed osteosarcoma to better represent 
the effect of tumors on fracture mechanics.” A linear regression with R2 values was 
also added for comparison (Page 14, Figure 7, line 251). 



 

 
Figure 7: Linear regression comparing experimental and finite element yield for 
compression and bending (A) and torsion (B). Compression and bending were grouped 
together  to ensure sample size was sufficient to perform linear regression. 
 

Comment 4: As acknowledged in the limitations the time taken to currently 
construct the models is not feasible for clinical translation – as such the enthusiasm for 
the translational aspect of this work in tempered.  

Reply 4: Thank you bringing up this concern. We agree that the time it takes is a 
limitation of the study. Before moving to clinical translation, it will be critical to 
automate portions of the process to make computational modeling more attractive for 
clinical use, as noted in the Discussion. Nevertheless, we feel that advances in 
computational modeling and computational power can assist the clinical community. 

Changes in the text: No changes were made to the text. 
 

Comment 5: Finally, CT scanning (vs 2D xray imaging) of such lesions may not be 
standard of care limiting development of specimen specific models using the approach 
described herein. 

Reply 5: Thank you for pointing this out. We agree that this may not always be a 
standard of care for cancer patients, though we anticipate that it may become more 
common as the benefits of diagnostic computational modeling grow more widely 
known. 

Changes in the text: We modified our text as advised to acknowledge this limitation 
(Page 17, line 338). “The need for CT scanning currently also limits clinical feasibility, 
as this isn’t always the standard of care for patients with bone tumors (plain radiographs 
are more commonly used). However, the prevalence of CT scanning in this population 
may increase as more diagnostic computational modeling technology becomes 
available.” 
 


