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Background: In recent years, high-precision image-guided intensity-modulated radiation therapy 
combined with three-dimensional (3D) high-dose-rate (HDR) brachytherapy (BT) has become a 
recommended technique for radical radiotherapy for cervical cancer. This study first employed contrast-
limited adaptive histogram equalization (CLAHE) for preprocessing of input data to achieve image 
enhancement. In this way, rapid and accurate automatic delineation of the clinical target volume (CTV) and 
organs at risk (OARs) in 3D BT for cervical cancer was achieved.
Methods: Two hundred cervical cancer patients who underwent radical radiotherapy from January 2016 
to December 2018 were selected. After collecting the computed tomography (CT) image data of a patient, 
we constructed the radiotherapy CTV and OAR image libraries. A RefineNet-based deep learning protocol 
was used to segment the CTV and OARs for 3D BT for cervical cancer. In this study, a total of 1,000 rounds 
of training were carried out, and the model with the best performance was selected for subsequent iterative 
tuning. Finally, the clinical test was carried out, in which the CT images of 10 cases were tested one by one. 
The manual delineation results and the model output results for the CTV and OARs were compared to 
measure the performance of the model.
Results: Compared with the manually delineated CTV, the RefineNet model-based segmented CTV had a 
higher Dice similarity coefficient (DSC), Hausdorff distance (HD), and overlap index (OI), which were 0.861, 
6.005, and 0.839, respectively. For OARs, the RefineNet-based model obtained the best results for bladder 
segmentation (DSC: 85.96%), respectively. The mean duration of RefineNet-based automatic contour 
processing of the CTV was 70 s, and the mean durations of RefineNet-based automatic delineation of the 
bladder, rectum, sigmoid colon, and small intestine were 67, 67.4, 63.8, and 60.8 s, respectively. The total 
time saved by RefineNet was approximately 60%.
Conclusions: The RefineNet-based automatic delineation model for 3D BT for cervical cancer is a 
stable and highly consistent automatic delineation algorithmic model that has the potential to improve the 
consistency of target region delineation, simplify the radiotherapy procedure, and achieve rapid and accurate 
automatic delineation of CTVs and OARs.
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Introduction

Cervical cancer is one of the most common malignancies 
in women, and locally advanced malignancies account for 
70% of all cervical cancers in developing countries (1). 
Surgery alone cannot achieve the goal of radical treatment 
in most cervical cancer patients, so adjuvant radiotherapy is 
required, but postoperative adjuvant radiotherapy will result 
in more complications (2). Therefore, radical radiotherapy 
is the preferred treatment for cervical cancer. Brachytherapy 
(BT) is a necessary means of radical radiotherapy for locally 
advanced cervical cancer, and high-precision image-guided 
downregulation of intense radiotherapy combined with three-
dimensional high-dose-rate (3D HDR) BT has become the 
recommended technique of radical radiotherapy for cervical 
cancer. Image-guided 3D BT can directly display the location 
of the applicator, help to delineate, plan and evaluate the 
target area of radiotherapy, and enable the tumor to obtain 
the best dose conformability. It can not only increase the 
dose of the tumor target, but also minimize the radiation 
dose of adjacent normal tissues (3). In recent years, high-
precision image-guided intensity-modulated radiation therapy 
combined with 3D HDR BT has become a recommended 
technique for radical radiotherapy of cervical cancer.

3D HDR BT can provide the best dose conformity to the 
tumor and minimize the radioactive dose to adjacent normal 
tissues. This high-precision radiotherapy technique can only 
be performed when high-precision image localization is used 
to accurately define the tumor target region. The Groupe 
Européen de Curiethérapie and the European Society for 
Radiotherapy & Oncology (GEC-ESTRO) recommends the 
delineation of target regions in 3D BT for cervical cancer 
based on T2-weighted imaging (T2WI) magnetic resonance 
imaging (MRI) images and gynecological examination  
results (4). However, due to technical limitations, the use 
of MRI in guiding and planning the treatment for clinical 
radiotherapy is still extremely limited. At present, computed 
tomography (CT) images are still the most used in China 
for delineation of target regions in 3D BT for cervical 
cancer. The self-adaptive histogram equalization algorithm, 
i.e., contrast-limited adaptive histogram equalization  
(CLAHE) (5) is a computer image processing technique 
that increases the local contrast and clarity of an image, so 
it can be used to achieve accurate image identification for 
localization in 3D BT.

The radiologist’s experiences and preferences can 
result in deviations in the target regions due to individual 
or external reasons (6-9), and this manual delineation 

is t ime- and labor-consuming. Computer-assisted 
image autosegmentation can reduce the work stress of 
physicians while increasing the accuracy, consistency, and 
reproducibility of target region delineation. Therefore, it 
is especially important to use existing image segmentation 
techniques based on precise identification in the localization 
imaging of 3D BT for cervical cancer to develop automatic 
and accurate delineation software that is suitable for 
delineation of clinical target volumes (CTVs) and organs at 
risk (OARs) for 3D BT for cervical cancer.

In recent years, atlas-based automatic segmentation 
(ABAS) software (10,11) has been frequently used in 
automatic segmentation of CTVs and OARs in radiotherapy. 
However, ABAS has its limitations. First, it is difficult to 
construct a “universal atlas” due to differences in patient 
age and the shape and size of organs. Second, image 
registration is an extremely time-consuming process due 
to its variability. Therefore, there is a need to use machine 
learning algorithms to solve the problem of CTV and 
OAR segmentation before radiotherapy. However, there 
are very few studies on the use of deep learning algorithms 
in CTV segmentation, especially in the BT treatment of 
cervical cancer. In contrast to OARs, CTVs do not have 
definite borders and include potential tumor dissemination 
or subclinical tissue regions that are almost undetectable in 
localization imaging. CTV segmentation depends largely on 
the physicians’ professional knowledge.

In this paper, RefineNet (12) was used for automatic 
delineation of CTVs and OARs in the localization 
CT images for cervical cancer. Unlike existing image 
segmentation models, RefineNet introduces the multipath 
refinement network architecture to directly extract raw 
contextual information from the input images, and it 
employs remote residual connection to perform multiscale 
and multilayer feature learning and compensation of 
contextual features in high-level convolution layers. 
Therefore, RefineNet significantly increases precision 
compared with typical convolutional neural network 
segmentation models. In addition, this method is invariant 
to organ size, body shape, and age, as it can learn the 
relevant knowledge itself and successfully process input 
images that have large differences.

This study first employed CLAHE to preprocess input 
data to achieve image enhancement. Then, the RefineNet 
algorithm was used to construct automatic delineation 
models for the CTV and the OARs. Next, the models were 
cross-validated, and a clinical trial was carried out. In this 
way, rapid and accurate automatic delineation of the CTV 
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and the OARs in 3D BT for cervical cancer was achieved. 
This shortens the waiting time of patients, decreases injury 
to normal tissues, decreases the incidence of complications, 
and greatly improves the working efficiency of medical 
staff, which will greatly benefit both patients and medical 
staff. We present the following article in accordance with 
the MDAR reporting checklist (available at https://dx.doi.
org/10.21037/atm-21-4074).

Methods

Experiment data

In this study, 200 cervical cancer patients who underwent 
radical radiotherapy from January 2016 to December 2018 
in our center were selected. The inclusion criteria were set 
through discussion with experts to obtain a high-quality 
expert database. The inclusion criteria were as follows: (I) 
first diagnosis of histopathologically confirmed cervical 
cancer and (II) no treatment of cervical cancer before 
enrollment. The expected number of patients was 200, and 
the number of enrolled patients was 200. The mean age 
was 57.8 years (32–83 years). Patients were pathologically 
conf i rmed  to  have  squamous-ce l l  ca rc inoma or 
adenocarcinoma at International Federation of Gynecology 
and Obstetrics (FIGO) stage [2009] IB–IVA. There were 
9 stage IB2, 3 stage IIa1, 8 stage IIa2, 136 stage IIB,  
16 stage IIIA, 22 stage IIIB, and 6 stage IVA cases. All 
patients underwent CT-guided 3D BT. This study was 
approved by the Institutional Review Board of our hospital.

The target regions were accurately delineated based 
on the 3D BT range for cervical cancer and gynecological 
examination results as recommended by GEC-ESTRO (4),  
and CT-based delineation was performed based on 
guidelines modified by Viswanathan et al. (13). After 
collecting the CT image data from patients, five radiologists 
used the Eclipse 11.0 system to delineate the high-risk CTV 
and OARs in 3D BT for cervical cancer. A radiotherapy 
expert with more than 10 years of experience was invited 
to manually adjust these delineated CTV and OARs, and 
the adjustment results were used as the gold standard. The 
delineation team and the radiology expert labeled the CT 
images and constructed a CTV and OAR image library. 
The mean duration of delineation of the CTV and OARs of 
a patient was 15–20 minutes.

In this study, a universal multipath refinement network, 
the RefineNet-based deep learning protocol, was used to 
segment CTV and OARs in 3D BT for cervical cancer. In 

this study, 80% of cases in the database were included in 
the training set to train and adjust the model parameters, 
and the other 20% of cases were included in the validation 
set for assessing the model and for iteration and tuning. 
Finally, 10 patients who were treated in our center in 2019 
were selected as the test cohort to generate automatically 
delineated contours for CTV and OARs.

Data preprocessing

Image enhancement:  CLAHE was used for image 
enhancement, based on histogram equalization (HE) and 
adaptive histogram equalization (AHE), to improve the local 
contrast and increase the clarity of margins in every region in 
the image. This also prevented excessive noise amplification.

Figure 1 shows the image enhancement results of HE, 
AHE, and CLAHE algorithms. The raw CT images had 
significantly better quality after image preprocessing, and 
there were great improvements in the shape and texture in 
image contents, including their border information.

Experimental procedure and statistical analysis

In this study, the TensorFlow system was used to carry out 
the proposed algorithms. The experiment was divided into 
the training and test stages. During the training stage, a 
cross-validation experiment was carried out, i.e., the dataset 
was randomly divided into five subsets of equal size. First, 
the model was trained using the first four subsets (80% 
of data, i.e., CT images of 160 patients), and the model 
results were validated using the fifth subset (20% of data, 
i.e., CT images of 40 patients). After that, another subset 
was selected as the validation set, and the other four subsets 
were used to train the model. The above steps were repeated 
until five models had been trained. To obtain better model 
results, we did not employ the pretraining strategy for 
initialization of network parameters in this study. Instead, 
the cervical cancer dataset of our center was directly used 
for model training. A stochastic gradient descent algorithm 
with a momentum of 0.99 was used to optimize the network 
parameters. In the test stage, the CT images of 10 cases 
were tested one by one, and the manual delineation of their 
CTVs and OARs was compared with the model’s results to 
measure the performance of the model.

Ethical statement

All procedures performed in this study involving human 
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participants were in accordance with the Declaration of 
Helsinki (as revised in 2013). This study was approved by 
the Institutional Review Board of our hospital and informed 
consent was taken from all patients.

Results

The Dice similarity coefficient (DSC), overlap index (OI), 
and Hausdorff distance (HD) were used as conformity 
parameters  for the experimental  results ,  and the 
corresponding durations of delineation were compared. 
DSC was defined as the percentage overlap between two 
target regions. OI is often used to measure the performance 
of network segmentation. HD is the relative distance 
between points with the greatest difference in two target 
regions.

Cross-validation experimental results

To obtain reliable and stable model results at the training 
stage of this study, 5-fold cross-validation experiments were 
conducted on the CTV and OAR datasets. As shown in 
Tables 1,2, the results of the five experiments were stable, 
and the model with the best results was ultimately selected 
for subsequent tests.

Comparison of CTV and OAR volumes

Volume scatter plots were used to show the volume results 
from automatic delineation of the CTV and OARs using 
the RefineNet-based model and using manual delineation. 
The overall distributions of the CTV from RefineNet-
based automatic delineation and manual delineation were 

Figure 1 Image enhancement results of HE, AHE, and CLAHE algorithms. HE, histogram equalization; AHE, adaptive histogram 
equalization; CLAHE, contrast-limited adaptive histogram equalization.

Images                                                HE                                                   AHE                                              CLAHE
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Table 1 Five-fold cross-validation experimental results of CTV

Experiment number
DSC HD OI

Mean Var Mean Var Mean Var

First experiment 0.832 0.073 9.589 4.076 0.826 0.142

Second experiment 0.836 0.088 9.242 5.079 0.788 0.139

Third experiment 0.796 0.270 9.525 5.034 0.769 0.271

Fourth experiment 0.831 0.100 8.490 2.880 0.848 0.179

Fifth experiment 0.722 0.111 14.581 5.513 0.612 0.176

CTV, clinical target volume; DSC, Dice similarity coefficient; HD, Hausdorff distance; OI, overlap index.

Table 2 Five-fold cross-validation experimental results of OARs

Experiment number
Bladder Rectum Small intestine Sigmoid colon

DSC HD OI DSC HD OI DSC HD OI DSC HD OI

First experiment 0.929 27.4606 0.958 0.766 5.796 0.944 0.628 54.533 0.719 0.743 56.939 0.861

Second experiment 0.972 6.265 0.969 0.949 3.111 0.943 0.627 77.074 0.702 0.492 92.025 0.575

Third experiment 0.971 21.5508 0.973 0.958 2.573 0.963 0.640 67.819 0.690 0.602 47.619 0.702

Fourth experiment 0.973 6.252 0.964 0.956 2.225 0.950 0.519 81.065 0.653 0.685 80.181 0.679

Fifth experiment 0.978 3.989 0.972 0.884 4.123 0.952 0.745 47.389 0.782 0.742 29.899 0.772

OAR, organ at risk; DSC, Dice similarity coefficient; HD, Hausdorff distance; OI, overlap index.

close to each other in the volume scatter plot (Figure 2). 
For the OARs, the volume scatter plots for the bladder and 
rectum were close (Figures 3,4), while the volume scatter 
plots for the small intestine and sigmoid colon differed 
greatly (Figures 5,6).

Comparison of CTV and manual delineation

In this study, the RefineNet-based model resulted in 
higher DSC, HD, and OI for segmented CTV (Table 3).  
As an intuitively display of the segmentation results of 
the RefineNet model, Figure 7 shows the automatic 
segmentation results for the CTV. The RefineNet-based 
automatic delineation results overlapped well with the 
manual delineation results.

Comparison of automatically delineated and manually 
delineated OARs

Likewise, automatically delineated OARs were compared 
with manually delineated OARs. In this study, the 
segmentation results for the bladder (DSC: 85.96%) 

were the best among all the OAR segmentation results 
obtained by using the RefineNet-based model. This 
was mainly because the bladder has low contrast and a 
relatively regular shape. The segmentation result for the 
rectum (DSC: 85.83%) was also good when compared 
with manual delineation. On the other hand, the qualities 
of the automatic delineation results for the sigmoid colon 
(DSC: 66.42%) and small intestine (DSC: 56.32%) were 
poorer than those of the other OARs. This was due to their 
complex shapes and variability (Table 4). Figure 8 intuitively 
displays the RefineNet model segmentation and manual 
delineation results. It can be clearly seen that the RefineNet 
delineation results highly overlapped with the manual 
delineation results in terms of both volume and shape.

Time costs

Next, RefineNet was trained. There were differences 
in training duration between all the models. The mean 
training duration for the CTV automatic delineation model 
was 112.8 h, and the mean training durations for the four 
OAR automatic delineation models were 104, 86.2, 81.4, 
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Figure 2 Volume scatter plot of RefineNet-based automatic delineation and manual delineation results of CTV. CTV, clinical target 
volume; DLC, automatically delineated range; GT, manually delineated range.
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Figure 3 Volume scatter plot of RefineNet-based automatically delineated and manually delineated bladder. DLC, automatically delineated 
range; GT, manually delineated range.

and 82.2 h. The mean duration of RefineNet automatic 
contour processing of CTV was 70 s, and the mean 
durations of automatic delineation of the bladder, rectum, 

sigmoid colon, and small intestine were 67, 67.4, 63.8, and 
60.8 s, respectively. In our clinical center, the duration of 
manual delineation of CTVs and OARs by physicians is 15–



Annals of Translational Medicine, Vol 9, No 23 December 2021 Page 7 of 13

© Annals of Translational Medicine. All rights reserved.   Ann Transl Med 2021;9(23):1721 | https://dx.doi.org/10.21037/atm-21-4074

DLC                GT
Contour methods

DLC                GT
Contour methods

DLC                GT
Contour methods

DLC                GT
Contour methods

DLC                GT
Contour methods

45000

40000

35000

30000

25000

20000

15000

10000

Vo
lu

m
e,

 c
c

40000

35000

30000

25000

20000

15000

10000

Vo
lu

m
e,

 c
c

60000

50000

40000

30000

20000

10000

Vo
lu

m
e,

 c
c

50000

45000

40000

35000

30000

25000

20000

15000

Vo
lu

m
e,

 c
c

50000

45000

40000

35000

30000

25000

20000

15000

Vo
lu

m
e,

 c
c

Figure 5 Volume scatter plot of RefineNet-based automatic delineation and manual delineation results of the sigmoid colon. DLC, 
automatically delineated range; GT, manually delineated range.

Figure 4 Volume scatter plot of RefineNet-based automatic delineation and manual delineation results of the rectum. DLC, automatically 
delineated range; GT, manually delineated range.
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20 minutes. The total time saved by the RefineNet model 
was thus 60–75%, which can greatly increase the work 
efficiency of medical staff and shorten the waiting time of 
patients.

Discussion

Cervical cancer is the most common reproductive system 

malignancy in women. Radiotherapy is suitable for patients 
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with all stages of cervical cancer, and intracavitary BT is an 
indispensable aspect of cervical cancer radiotherapy. The 
afterloading technique used in 3D BT is more accurate 
than conventional 3D radiotherapy and demonstrates the 
strengths of precision radiotherapy. 3D BT can achieve the 
best dose distribution in target regions, increase the dose 
to tumors, and reduce the dose to surrounding healthy  
tissues (3). At present, CT imaging is the most used 
guidance method for 3D BT, but it still has significant 
shortcomings in soft tissue resolution compared with MRI 
(13-17). Few institutions employ MRI to guide 3D BT. 
This study first employed CLAHE based on CT imaging 
guidance for preprocessing of input data to achieve image 
enhancement. Next, the RefineNet algorithm was used to 
construct automatic delineation models for the CTV and 
the OARs. The models were then cross-validated, and a 
clinical trial was carried out. In this way, rapid and accurate 

automatic delineation of the CTV and OARs for 3D BT for 
cervical cancer was achieved.

Precise and consistent delineation of tumor volumes 
and OARs is one of the most crucial steps in radiotherapy. 
However, delineation is a labor-intensive and time-
consuming step. Even though there are recommendations 
in well-accepted guidelines, CTV delineation quality is 
still largely determined by the expertise of each physician. 
There are large differences in clinical knowledge 
between physicians from different regions in China due 
to inequalities in facilities and manpower. Therefore, 
the introduction of a superior automatic delineation 
model would help improve the precision of target region 
delineation, decrease errors, and save time.

The individual experience and preferences of radiation 
oncologists will lead to deviations in target region 
delineation due to individual or external factors, and 
differences in target region delineation by different 
medical institutions and physicians are a source of 
uncertainty during radiotherapy (17,18). Against the 
backdrop of precision radiotherapy, differences in target 
region delineation are becoming increasingly important as 
improvements in radiotherapy come from the minimization 
of errors in other areas (19). Leunens et al. (19) found 
that the interphysician and intraphysician variability in 
target region delineation was relatively high. Lu et al. (20) 
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Figure 6 Volume scatter plot of RefineNet-based automatic delineation and manual delineation results of the small intestine. DLC, 
automatically delineated range; GT, manually delineated range.

Table 3 DSC, HD, and OI of RefineNet model-based CTV 
segmentation

Model
DSC HD OI

Mean Var Mean Var Mean Var

RefineNet 0.861 0.053 6.005 4.048 0.839 0.108

DSC, Dice similarity coefficient; HD, Hausdorff distance; OI, 
overlap index; CTV, clinical target volume.
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reported differences in target region contours delineated 
by different radiation oncologists, and the DSC was only 
75%. Caravatta et al. (21) evaluated the overlap precision 
in CTVs delineated by different physicians and obtained 
a DSC of only 68%. In recent years, advances have been 
made in computer-assisted automatic image segmentation. 
The consistency between target contours obtained from 
automatic delineation is higher than that between target 
contours obtained from manual delineation (22-25). Similar 

results showing outstanding target region consistency were 
obtained using the RefineNet-based model in this study. 
After cross-validation, a test experiment was carried out 
with comparison to manual delineation. The results further 
confirmed that the RefineNet-based model is an automatic 
delineation algorithmic model with high stability and 
consistency.

Another  important  problem in  medica l  image 
segmentation is time consumption. The greatest strength 

CTV

Case 1

Case 2

Case 3

Figure 7 RefineNet model-based automatic delineation and manual delineation results of CTVs. Green-filled area: automatic delineation; 
red line: manual delineation. CTV, clinical target volume.

Table 4 DSC, HD, and OI of RefineNet model-based OAR segmentation

OAR
DSC HD OI

Mean Var Mean Var Mean Var

Bladder 0.860 0.086 19.981 11.418 0.783 0.120

Rectum 0.858 0.089 12.273 8.080 0.894 0.131

Sigmoid colon 0.664 0.123 98.409 50.984 0.601 0.190

Small intestine 0.563 0.129 68.123 33.781 0.811 0.163

DSC, Dice similarity coefficient; HD, Hausdorff distance; OI, overlap index; OAR, organ at risk.
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of automatic delineation is the direct provision of a possible 
contour solution that only needs to be adjusted by the 
physician, with no need for manual delineation of any 
contours. In this study, the RefineNet-based model took 
60–70% less time than radiologists to delineate CTV 
contours. In practice, this could shorten the time that 
patients spend waiting for BT with indwelling catheters 
in their cervix or vaginal fornix and decrease the effects 
on visceral organs, the damage to healthy tissues, and the 
incidence of complications. At the same time, this method 
would increase the work efficiency of medical staff.

In this paper, a convolutional neural network deep 
learning-based protocol was used for segmentation of CTV 
and OARs in 3D BT for cervical cancer. The precision of 
automatic segmentation depends on the structure of the 
target lesion (26). As the CTV and OAR segmentations 
are carried out at the same time, it is not rational to 
directly compare the performance of this model with 
the performance of other software used for automatic 

segmentation of OARs only. The DSC values obtained 
in this paper were higher than the DSC values of clinical 
target regions in other studies. The segmentation results of 
the CTV or entire breast tissue in a recent publication were 
0.78 (right breast)/0.80 (left breast), 0.89 (right breast)/0.87 
(left breast) (26), and 0.87 (both breasts) (27). A publication 
by the Cancer Hospital at the Chinese Academy of Medical 
Sciences found that the DSC for the gross tumor volume, 
the gross tumor volume of lymph nodes, and the CTV 
obtained from automatic delineation of nasopharyngeal 
cancer were 80.9%, 62.3%, and 82.6%, respectively (28). In 
this study, the DSC values in 3D BT for high-risk cervical 
cancer were 0.861 for the CTV, 0.860 for the bladder, and 
0.858 for the rectum.

This study shows that RefineNet can accurately segment 
CTV and OARs and perform better than U-Net. U-Net is 
one of the most popular methods in medical image analysis 
and was also the first deep learning algorithm used in 
radiotherapy. In U-Net, a transposed convolutional layer is 

OARs

Case 1

Case 2

Case 3

Figure 8 RefineNet model-based automatic delineation and manual delineation results of OARs. Filled area: automatic delineation; red line: 
manual delineation. OARs, organs at risk.
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deployed to connect the encoder layer to the decoder layer 
without compensating for raw texture information. U-Net 
is more sensitive to visible border regions but may lose 
some contextual information, resulting in U-Net-segmented 
regions being smaller than RefineNet-segmented  
regions (29). In contrast, RefineNet directly extracts 
multiscale contextual features from raw input images, 
which include abundant contextual information (such as 
borders, texture, and structural information). Therefore, the 
RefineNet model in this study yielded better DSC values 
than U-Net.

ABAS (10,30,31) usually groups patients based on body 
shape or organ size (small, medium, and large) to train 
the corresponding model, and good results are obtained 
when the model is used for testing. However, Atlas-based 
methods cannot be widely used in patients of all body 
shapes. In contrast, good and comparable segmentation 
results were obtained in this study using the deep learning 
method proposed, with no need to construct different 
models for patients with different organ sizes or shapes and 
with the freedom to randomly select the training and test 
sets. Even with large differences in the input images, the 
method proposed in this paper can learn the information 
about these differences given enough examples, thereby 
generating excellent segmentation results.

The vast majority of early patients are cured by surgery 
and local advanced patients by concomitant radiotherapy 
and chemotherapy. However, for patients with recurrent 
and metastatic cervical cancer, the treatment effect is limited 
and the prognosis is very poor (32). In addition to the first-
line treatment method of platinum based chemotherapy 
combined with bevacizumab, there is no particularly 
effective targeted treatment method (33). The effective 
rate of immunotherapy in the treatment of cervical cancer 
is low, so it can improve the cure rate of locally advanced 
cervical cancer. It is particularly important to reduce toxic 
and side effects. External irradiation radiotherapy and BT 
are one of the most important methods for the treatment 
of cervical cancer, so improving the treatment accuracy of 
radiotherapy is particularly important for the treatment of 
cervical cancer.

There are still some limitations to this study. In later 
studies, the sample size should be continuously expanded 
to increase the accuracy and robustness of the proposed 
models. In addition, different algorithms and models should 
be tested for statistical comparison, and external clinical 
data should be used for validation of the proposed models 
to give them greater clinical application value.

Conclusions

The RefineNet network has the potential to improve the 
consistency of target region delineation and simplify the 
operational procedures of radiotherapy. RefineNet can be 
used to construct automatic delineation models to achieve 
rapid, accurate, automatic delineation of 3D BT CTVs and 
OARs for cervical cancer. This method shortens the waiting 
time of patients and improves the work efficiency of medical 
staff.
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