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Background: High-throughput population screening for the novel coronavirus disease (COVID-19) 
is critical to controlling disease transmission. Convolutional neural networks (CNNs) are a cutting-edge 
technology in the field of computer vision and may prove more effective than humans in medical diagnosis 
based on computed tomography (CT) images. Chest CT images can show pulmonary abnormalities in 
patients with COVID-19.
Methods: In this study, CT image preprocessing are firstly performed using fuzzy c-means (FCM) 
algorithm to extracted the region of the pulmonary parenchyma. Through multiscale transformation, the 
preprocessed image is subjected to multi scale transformation and RGB (red, green, blue) space construction. 
After then, the performances of GoogLeNet and ResNet, as the most advanced CNN architectures, were 
compared in COVID-19 detection. In addition, transfer learning (TL) was employed to solve overfitting 
problems caused by limited CT samples. Finally, the performance of the models were evaluated and 
compared using the accuracy, recall rate, and F1 score. 
Results: Our results showed that the ResNet-50 method based on TL (ResNet-50-TL) obtained the 
highest diagnostic accuracy, with a rate of 82.7% and a recall rate of 79.1% for COVID-19. These results 
showed that applying deep learning technology to COVID-19 screening based on chest CT images is a very 
promising approach. This study inspired us to work towards developing an automatic diagnostic system that 
can quickly and accurately screen large numbers of people with COVID-19.
Conclusions: We tested a deep learning algorithm to accurately detect COVID-19 and differentiate 
between healthy control samples, COVID-19 samples, and common pneumonia samples. We found that TL 
can significantly increase accuracy when the sample size is limited.
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Introduction

Since the outbreak of coronavirus disease 2019 (COVID-19) 
at the end of 2019, approximately 12 million people 
worldwide have been infected. Infection rates are still 
increasing at the time of writing by more than 100,000 
people every day, causing a serious threat to human life and 
health. To control the spread of the virus, rapid screening 
of many suspected cases to implement appropriate isolation 
and treatment measures is vital (1,2). Viral nucleic acid 
laboratory testing is the gold standard for diagnosing 
suspected cases. However, this method is very time-
consuming and has a high rate of false negatives. Therefore, 
there is an urgent need for a complementary diagnostic 
method to improve diagnostic efficiency and accuracy in 
suspected cases. Chest computed tomography (CT) findings 
have been an important reference and of clinical value in 
diagnosing COVID-19 (2,3). 

With the rapid development of artificial intelligence 
technologies, computer-aided diagnosis techniques could 
help doctors quickly detect and screen lesions on CT 
images. Convolutional neural networks (CNNs) are a 
common deep learning technology and have been widely 
used in auxiliary diagnoses with medical imaging (4). Many 
scholars have studied CT image analysis and modeling 
methods based on deep learning technology to achieve 
intelligent diagnoses of COVID-19. However, due to the 
lack of training samples, this method often leads to the 
overfitting of the deep learning network model or non-
convergence of the objective function, resulting in poor 
performance on independent test sets (5,6). 

COVID-19 is a serious infectious disease discovered only 
in December 2019, and its CT findings, and performance 
and the application prospect of computer-aided technology 
are unknown to a large extent. Therefore, it may be an 
important challenge in the diagnosis of COVID-19 and 
the differentiation between COVID-19 and common 
pneumonia although these computer-aided diagnosis 
strategies and advanced deep learning algorithms are widely 
used and valuable in non-medical computer vision tasks. 
Consequently, it is an urgent task, at present, to develop 
more diagnostic tools, especially objective and efficient 
diagnostic tools.

In response to the above problem, this study proposed 
a CT-based intelligent diagnosis method combining 
transfer learning (TL) and CNN to accurately diagnose 
COVID-19 and successfully differentiate between healthy 
patients, those with COVID-19, and those with common 
pneumonia. We present the following article in accordance 

with the MDAR reporting checklist (available at https://
atm.amegroups.com/article/view/10.21037/atm-22-534/rc).

Methods

The study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013). This study 
was approved by the ethics committee of Shenzhen Third 
People's hospital (No. 2020-258), and written informed 
consent was obtained from all the participants.

The study included 4 stages: CT image preprocessing, 
multiscale space construction, convolutional neural 
network training based on transfer learning, and CT image 
classification (Figure 1).

The data used in this study came from the Imaging 
Department of the Shenzhen Third People’s Hospital. 
The CT image data of 120 patients were collected, and 
4,500 CT slices, including 1,500 COVID-19 slices, 1,500 
common pneumonia slices, and 1,500 healthy sample 
slices, were selected for this study. All CT slice data were 
annotated by medical imaging experts. The annotation 
method involved the imaging experts selecting CT slices 
and marking them up with corresponding imaging changes 
from all the CT scan slices for healthy patients and those 
with COVID-19 or common pneumonia.

Preprocessing

Due to the limited number of training samples in this study, 
we found that if the CT image was directly input as the 
model, the image background interfered with the model 
training. Therefore, to improve the model’s accuracy, we 
first extracted the region of the pulmonary parenchyma 
from the CT images. The fuzzy c-means (FCM) algorithm 
is one of the most widely used clustering techniques. It 
introduces the membership function based on fuzzy theory 
and solves the defects of the hard segmentation method (7). 
The method is based on the following objective function:
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where m is weighted index, xi is the ith pixel in the 
CT image, cj is the center of the jth category, and ui,j is 
the degree of membership of xi in the jth cluster. Fuzzy 
segmentation is achieved by iteratively updating the 
membership degree ui,j and cluster center cj to optimize the 
above objective function.
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The termination condition of iteration is defined 
as  { }1max k k

ij ij iju u ε+ − < ,  where k  represents  the number 
of iterations, and ε is a threshold of iteration stops. 
Segmentation results for the pulmonary parenchymal region 
of a CT image using this method are shown in Figure 2.

Multi-scale space construction

Multiscale analysis is widely applied in medical image 
processing field. An image contains different frequency 
components that can be decomposed into different scales 
using a multi-resolution analysis method. Through 
multiscale transformation, an image can be analyzed 

from coarse-grained to fine-grained multi-scale (8). The 
Gaussian kernel is the only convolution kernel constructed 
in a multiscale space. Its essence is to obtain image sets 
I(x, y) with different degrees of blurring after image  
I(x, y) is convolved with Gaussian kernel functions G(x, y) at 
different scale factors σ. The specific formula is defined as 
follows:

( ) ( ) ( ), , , , ,i iL x y G x y I x yσ σ= ⊗  [3]

( )
( ) ( )2 2

0 0
22

2

1, ,
2

x x y y

G x y e σσ
πσ

− + −
−

=  [4]

As shown in Figure 3, the original CT images were first 
converted to two scale Spaces (σ=2 and σ=8), (Figure 3A-3C). 
Then, we reconstructed the CT images into RGB (red, 
green, blue) 3-dimensional space using RGB image-space 
construction (Figure 3D). The RGB-space CT image 
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Figure 1 Flow chart of the study. CT, computed tomography; ROI, region of interest; CNN, Convolutional neural network; COVID-19, 
novel coronavirus disease.
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Figure 2 Segmentation result from the algorithm.
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integrated the image texture information of 3 scale-spaces 
through 3 independent channels, which was conducive to 
the CNN obtaining COVID-19 features from multiple 
perspectives.

Transfer learning

In recent years, CNN has been widely used in machine 
vision and speech recognition due to its powerful feature-
extraction and induction capabilities (9,10). A basic 
CNN architecture usually consists of a convolutional 
layer, a pooling layer, and a fully connected layer. The 
convolutional layer consists of a series of convolution 
kernels used to calculate feature maps. This is followed by a 
pooling layer. Finally, the feature maps are connected to the 
fully connected layer, and the classification is realized using 
the softmax function. In the convolutional layer, the formula 
for calculating the jth feature map of the lth convolutional 
layer is
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The most classic CNN architectures include AlexNet, 
VGGNet, GoogLeNet, and ResNet (11). GoogLeNet and 
ResNet have shown better performance in natural image 
classification tasks due to various technical improvements 
based on the former. The purpose of this study was to verify 
and analyze the performance of these 2 state-of-the-art 
CNN architectures on the COVID-19 CT image database. 
Considering the limitations of the patient sample size 
used in this study, training a CNN model with super-large 
parameters directly through random initialization could 
have easily led to overfitting or non-convergence. TL has 
been shown to improve the performance of training tasks 
with a small sample set by using the knowledge learned 

from classification tasks with large sample sets (12). Deep 
transfer learning (DTL) has been the most successful 
application of CNN for image classification of small sample 
sets (13). 

ImageNet is a large natural image database. In this 
study, we train the source domain model on ImageNet. 
Then, the parameters on the feature extraction module of 
the model were used to initialize the corresponding layer 
of the COVID-19 detection model. At the same time, the 
fully connected parameters were initialized randomly for 
COVID-19 detection, the output layer was adjusted to 3 
outputs. Finally, the new model was fine-tuned and trained 
on the CT image database (Figure 4). 

Although the data from ImageNet are very different from 
medical images, CNNs can still make model training of 
medical image recognition tasks more efficient by learning 
graphic primitives from large, well-annotated databases. In 
this paper, we refer to the models of random initialization 
(RI) as GoogLeNet-RI and ResNet-50-RI and the models 
of TL as GoogLeNet-TL and ResNet-50-TL. Since the 
CT images had a 512×512 resolution, and the input size for 
GoogLeNet and ResNet was 256×256, the CT images had 
to be down-sampled to 256×256.

Statistical analysis

The performance of models were evaluated using the 
accuracy, recall, F1 score.

Results

This study evaluated and compared the performance 
of 4 CNN models: GoogLeNet-RI and ResNet-50-RI, 
which were randomly initialized from scratch training on 
the COVID-19 CT database; and GoogLeNet-TL and 
ResNet-50-TL, which used transfer learning to obtain 

Original image σ=2 σ=8 RGB

A B C D

Figure 3 Multi-scale transformation and RGB-space construction. RGB, red-green-blue.
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initialization parameters from the ImageNet training 
model. 

We used 5-fold cross-validation to evaluate COVID-19 
classification tasks at the CT slice level as this validation 
method reflects clinical performance more effectively 
than the leave-one-out validation method. Performance 
evaluation indicators were accuracy, recall, and the F1 score. 
The performances of the 4 models are shown in Table 1 for 
comparison. 

Our results showed that the GoogLeNet-TL and 
ResNet-50-TL models obtained accuracy rates of 80.7% 
and 82.7%, respectively, showing significantly better 
accuracy than the GoogLeNet-RI (62.7%) and ResNet-50-
RI models (63.5%). These results showed that using the TL 
method for training with the COVID-19 database led to 
better model performance.

The confusion matrix of the ResNet-50-TL classification 
of COVID-19 CT images is shown in Figure 5. We 
found that the correct recognition rate of the model for 
the healthy control samples reached 92.1%, with only 
4.7% misidentified as common pneumonia and 3.2% as 
COVID-19. The accurate identification rates for common 
pneumonia and COVID-19 samples were 77.5% and 
79.1%, respectively. Among the incorrectly identified 
samples, 13.2% of the samples for common pneumonia 
were identified as COVID-19 and 9.3% as healthy samples, 
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Figure 4 The transfer learning (TL) process.

Table 1 Performance comparison between the 4 methods 

Algorithm Accuracy (%) Recall (%) F1 Score (%)

GoogLeNet-RI 62.7 61.2 60.3

GoogLeNet-TL 80.7 73.1 76.5

ResNet-50-RI 65.3 62.5 63.2

ResNet-50-TL 82.7 77.9 79.1

RI, random initialization; TL, transfer learning.
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Figure 5 Confusion matrix of the ResNet-50-TL training model for 
COVID-19 CT image classification results. TL, transfer learning; 
COVID-19, novel coronavirus disease; CT, computed tomography.
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while 14.7% of the COVID-19 samples were identified as 
common pneumonia, and 6.2% as healthy samples.

Some of the most typical misclassified images are 
shown in Figure 6. The CT images of patients with mild 
COVID-19 were more likely to be mistakenly identified as 
common pneumonia or healthy samples, and patients with 
severe pneumonia were likely to be misidentified as having 
COVID-19. 

In addition, we found that because the ResNet-50 
architecture had a higher number of layers [50] than 
GoogLeNet [22], ResNet-50 showed stronger feature 
expression capabilities without fitting and thereby achieved 
a better classification performance.

Discussion

The CNN tool has been successfully tested and applied in 
clinical works. Several studies also reported the federated 
learning framework (14,15), which will open up new 
opportunities for global collaboration especially during 
this pandemic as this approach can avoids issues associated 
with data sharing ownership and privacy breaches. It will 
allow the rapid development of this model and improve its 
generalizability.

This study has made several contributions to the field. 
First, by introducing the TL method, the overfitting 
problems associated with CNN models for small sample sets 
were resolved. Experiments showed that the performance 
of the CNN model significantly improved after the 
introduction of TL. Secondly, we also introduced multi-
scale analysis technology to map the original CT image to 
3 different scale-spaces and then extracted deep multi-scale 
features through the CNN architecture, which effectively 
improved the ability to distinguish between common 
pneumonia and COVID-19 imaging features. In this way, 
the diagnostic accuracy of the models was further improved, 
and false positive and false negative rates were reduced.

The current gold standard diagnostic test for COVID-19 
using polymerase chain reaction (PCR) has several 
limitations. It is resource intensive and time consuming. 
Its accuracy also depends on patient’s clinical condition, 
sampling technique and test kits used. The reported positive 
rate was around 60–70% and false negatives were possible. 
It also does not provide any information about patient’s 
disease severity. On the contrary, AI based CNN could 
provide more accurate and efficient tools during pandemic.

This study introduced TL into CNN model training to 
improve the accuracy of COVID-19 detection. The results 
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COVID-19
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Error
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Error
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Figure 6 Examples of misclassified samples. COVID-19, novel coronavirus disease.
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showed that the ResNet-50-TL model achieved the best 
accuracy, recall, and F1 score. These results suggest that 
the ResNet-50-TL model has a strong ability to distinguish 
between healthy samples and the 2 types of disease samples. 
However, the model’s ability to distinguish between 
COVID-19 and common pneumonia CT images was lower 
than its ability to differentiate between diseased and healthy 
samples. This may be because the similarity between the 
CT images of the 2 disease samples was significantly higher 
than the similarity between the healthy and disease samples. 

This study had certain limitations, primarily due to the 
relatively small training sample set, which only contained 
healthy, common pneumonia, and COVID-19 samples. 
However, under clinical conditions, the types of diseases of 
the samples would show greater diversity and concurrency. 
Therefore, the probability of model error detection 
would be higher when identifying such samples. From the 
perspective of machine learning theory, the most direct 
and effective way to address the problems associated with 
a small training set would be to increase the sample size of 
the training set and expand the sample diversity. In addition, 
radiologists could also perform more precise calibration 
on the lesion area of the CT image to achieve classification 
modeling based on the CT lesion area, ultimately improving 
the performance of the model. This will be the focus of 
future research and more in-depth exploration.

In this study, COVID-19 CT images were classified and 
recognized using CT image segmentation of the pulmonary 
parenchymal region, multi-scale CT space construction, 
and DTL methods. The performances of GoogLeNet 
and ResNet CNN architecture in the classification of 
COVID-19 CT image samples were evaluated. Our 
experiments showed that the ResNet-50 CNN architecture 
using TL achieved a COVID-19 recall rate of 79.1%, and 
an overall accuracy for the 3 sample classifications (healthy, 
common pneumonia, and COVID-19) of 82.7%. These 
results are of practical clinical significance for advancing 
the rapid detection of COVID-19. To further improve 
the performance of the model, future research will aim 
to increase the training sample size and integrate expert 
samples to accurately calibrate the lesion area.

Conclusions

We tested a deep learning algorithm to detect and 
classify COVID-19 accurately and differentiate between 
COVID-19, healthy, and common pneumonia samples. 

TL significantly increased diagnostic accuracy in a limited 
sample size.
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