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Medical informatics has experienced a significant surge in 
interest, especially regarding the diverse capabilities of artificial 
intelligence (AI) and large language models (LLMs). These 
advancements are not limited to transforming physician-
patient communication but extend to various other aspects 
of healthcare, including diagnostics, treatment planning, 
and healthcare management. The study, “Evaluating the 
Effectiveness of Artificial Intelligence-powered Large 
Language Models Application in Disseminating Appropriate 
and Readable Health Information in Urology” is a testament 
to this promising frontier, highlighting AI’s potential in 
enhancing patient education (1). LLMs are designed to 
understand and generate human language. They learn from a 
vast amount of text data, enabling them to answer questions, 
write texts, and perform various language-related tasks. LLMs 
such as ChatGPT and bidirectional encoder representations 
from transformers (BERT) have gained attention as potential 
alternatives to widely used search engines like Google. Their 
potential use for medical queries highlights the need to 
evaluate their accuracy and reliability in giving medical advice, 
as this study did.

Urology is characterized by its varied procedures, 
terminologies, and medications, often proving daunting for 
those without medical expertise. Historically, physicians 
have struggled with the task of making intricate concepts 
more understandable and precise (2). This study presents 
a promising solution to this issue by proposing the 

employment of LLMs to bridge the comprehension gap.

The necessity for simplified health 
communication

It is critical to appreciate the need for simplified health 
communication. Over the years, it  has been well-
documented that patients who comprehend their medical 
conditions and the recommended treatments are more 
likely to be compliant, leading to better health outcomes (2). 
Additionally, deeper patient understanding not only bolsters 
their autonomy but also improves the patient-physician 
relationship (3). Yet, the challenge lies in achieving this 
comprehension without sacrificing the depth and intricacies 
of medical information (3). The highlighted study stands 
out in its innovative approach to tackling this issue. By 
evaluating the performance of AI-powered LLMs in 
relaying urological information, the research underscores 
the feasibility of employing such models in real-world 
scenarios, both for patient education and for assisting 
healthcare professionals in their communication efforts. 

LLMs: more than just machines

The hallmark of AI and LLMs is their innate ability to 
process vast amounts of information and present it in an 
easily digestible manner. Around 2/3rd of the responses in 
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this study were found to be appropriate in their accuracy, 
comprehensiveness, and clarity in delivering health 
information. Comparable studies also note generally 
accurate responses to both urological and non-urological 
malignancies (4). Although studies report that LLM 
responses are often difficult to read (4), patients can ask 
LLMs to simplify their language output or to expand on 
other topics. Unlike standard informational brochures or 
pamphlets, these models can tailor their responses based 
on individual queries, ensuring that each patient receives 
information most pertinent to their concerns (5,6). For 
example, a patient can interact with LLMs by typing “I 
still don’t understand this procedure, can you explain 
it?” or “explain it to me in simple 8th grade terms” until 
they are satisfied with an answer. This personalization is 
pivotal in ensuring that patients not only understand their 
conditions but also feel heard and acknowledged. However, 
in the pursuit of simplicity, there is a risk of sacrificing 
comprehensive information for clarity. This underscores 
the importance of balancing the need for understandable 
explanations with the necessity of conveying accurate and 
complete information. Achieving this balance is a task that 
requires the art side of medicine, which involves tailoring 
information to the unique needs and understanding of 
individual patients. In a survey study of patients with 
prostate cancer, patients stated that they had higher trust 
in a diagnosis made by AI controlled by a physician versus 
AI not controlled by a physician. Furthermore, AI-assisted 
physicians were preferred over physicians alone (7).

Ensuring accuracy and safety

The immense potential AI carries is matched with an 
equally significant responsibility. While the study has 
shown promising results in terms of the readability and 
appropriateness of the content generated by the LLM, 
it is essential to have continual checks and balances 
in place. The study aptly emphasizes the need for 
continuous validation and scrutiny to guarantee accuracy 
of disseminated information. Ensuring that these models 
are trained on verified and up-to-date medical databases, 
and incorporating expert oversight, can mitigate potential 
pitfalls. This becomes even more vital given the prevalence 
of misleading or inaccurate information on certain online 
platforms (8).

LLMs generate responses based on their extensive 
training data, underscoring the importance of the quality and 
accuracy of that data. It’s essential to recognize that while 

the model can produce information, it relies on its training 
to discern between high-quality and low-quality content. A 
study examining the proficiency of LLMs in assessing the 
quality of online information yielded disappointing results, 
suggesting a need for enhancement (9). 

Another pressing issue is data privacy. When patients 
entrust personal health information to these models, 
they must be confident in the data’s confidentiality and 
security. Incorporating encryption techniques and clear 
data management protocols is essential for building user 
trust. This becomes even more significant as coding 
evolves to collect data that tailors information to be more 
individualized and relevant for users. In addressing the 
reliability and accountability of LLM-generated results, 
it’s crucial to consider scenarios where the model may 
produce nonsensical or inaccurate information. Despite 
their advanced algorithms, LLMs are not infallible and will 
generate misleading content and hallucinate data (10). This 
highlights the need for mechanisms to identify and correct 
such instances promptly. Lastly, the preference of many 
patients to interact with human healthcare providers rather 
than AI systems must be acknowledged. The human element 
in medical care, encompassing empathy, understanding, and 
personal judgment, remains irreplaceable. As of now, while 
LLMs can be valuable tools, they should complement, not 
replace, human medical expertise, ensuring that patient care 
remains grounded in personal interaction and professional 
judgment.

The way forward

The application of LLMs in urology is merely the tip of the 
iceberg. As LLMs continue to evolve, their implications and 
potential in the wider realm of medicine become profoundly 
apparent (11). The highlighted article offers a thorough 
examination of the current landscape, underscoring both 
the benefits and challenges of integrating such systems into 
healthcare communication.

In conclusion, the application of AI-powered LLMs 
in urology offers a tantalizing glimpse into the future of 
healthcare. Although challenges remain—particularly in 
ensuring that LLMs consistently produce accurate and 
reliable information—it’s clear there is a need to develop 
validated tools for assessing the quality of LLM-specific 
outputs. Additionally, incorporating these models into 
chatbots could further enhance patients’ access to high-
quality health information. The potential advantages for 
patient care, education, and the broader practice of medicine 
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are substantial. Embracing AI, while treading cautiously, 
is the way forward. With collaborative efforts between AI 
experts, medical professionals, and policymakers, a new era 
of informed, efficient, and patient-centric care is on the 
horizon.
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