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Introduction

Recently, considerable development of microrobots for 
biomedical applications has been achieved. Those devices 
in micro and nano scales are expected to navigate through 
complex environments and perform various tasks, such as 
unclogging blood vessels or making targeted drug delivery 

(1-4). In order to facilitate the biomedical applications of 
microrobots, imaging and tracking of these tiny agents 
are crucial. To date, a variety of imaging techniques have 
been proposed (5) for the localization and tracking of 
microrobots, mainly including magnetic resonance imaging 
(MRI) (6-8), ultrasonic (US) imaging (9-11), computed 
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tomography (CT) (12), positron emission tomography 
(PET) (13) and single-photon emission computed 
tomography (SPECT) (14). Owing to the high penetration 
capability of the probe material, most of the methods allow 
a wide range of ex vivo or even in vivo tracking without any 
harm to the human body (15,16). However, the resolutions 
of the above methods are poor (5). To our knowledge, the 
highest resolution of such methods can only reach about 
100 μm (MRI) (17), which is insufficient for the precise 
tracking of microrobots at micrometer scales. Moreover, 
some of the methods, such as PET and SPECT, may cause 
harmful ionizing radiation to organs (18,19). Photoacoustic 
(PA) imaging is another emerging imaging modality for 
microrobots (20,21). Taking benefits from both optical and 
US, PA is a high spatial and temporal resolution imaging 
technique. However, this imaging technique contains only 
in-plane information that cannot be used in 3D tracking.

Fluorescent imaging (FI) by microscope is a highly 
scalable tool for micro-imaging and has been widely used 
to study the properties of microrobots (22-24). Typically, 
fluorescent modifiers label the microrobots, and a 
fluorescent microscope captures the image of the samples 
(25,26). It has advantages of high imaging sensitivity 
and good lateral resolution, typically about 100–300 nm, 
depending on the numerical aperture (NA) of the system 
(27-29). However, the conventional fluorescent microscope 
suffers from the shallow depth of field (DOF), which is not 
greater than 100 μm, and lacks the capability of 3D imaging 
(5,30-32). The 3D imaging capability could be improved 
using through-focus scanning or binocular microscopy. 
However, the former requires an extra acquisition time for 
the sequential measurements, while the latter is troubled 
with its bulky experimental setup (33-35).

A light field microscope (LFM), which could be built 
by placing a micro lenslet array (MLA) at the native image 
plane of a microscope, is able to simultaneously capture both 
the 2D spatial and 2D angular information of light (31).  
The measurement of the 4D information allows digital 
refocusing and reconstruction of the full 3D volume of a 
fluorescent specimen. The DOF of the system is extended 
(31,36-38) without any reduction of the field of view (FOV). 
LFM has been widely used in many applications (39), 
including depth estimation (40), volumetric imaging (41-43), 
precise volumetric illumination (44,45), and neural activity 
observation (46-48). Moreover, the advantage of single-shot 
enables 3D imaging of moving samples, with the temporal 
resolution depending on the framerate of the camera.

In this paper, we proposed a high-resolution and 

high-speed 3D tracking method for microrobots using 
a fluorescent light field microscope (FLFM). First, 
we designed the FLFM system according to the size 
of a representative helical microrobot (150 μm body 
length, 50 μm screw diameter) and studied the system’s 
performance. Second, we proposed a 3D tracking algorithm 
for microrobots by applying digital refocusing on the 
measured fluorescent light field images. Finally, we verified 
the accuracy of the method by simulations and built the 
FLFM system to perform the tracking of microrobots 
with representative size. The method achieves 30 frame 
per second (fps) 3D tracking over a 1,200×1,200×326 μm3 
volume (1,200 μm × 1,200 μm FOV and 326 μm DOF), 
with the lateral resolution of 10 μm and the axial resolution 
of approximately 40 μm. The results indicate that the 
accuracy can reach about 9 μm. Compared with the FI by 
a conventional microscope, our method gains wider DOF 
and higher axial resolution with a single-shot image, and 
succeeds the high imaging sensitivity and good lateral 
resolution.

Methods

Experimental setup

The optical layout of the FLFM is shown in Figure 1A. The 
system was built on a fluorescent microscope (Olympus, 
IX73) using a bright field objective lens (OL, Olympus, 
UPLFLN10X2). A magnetic helical microrobots sample, 
with a body length about 150 μm and a screw diameter 
about 50μm, was placed at the native object plane (NOP) of 
the objective lens. The definition of the coordinates in the 
object space is shown at the left side in Figure 1A, and the 
origin is at the center of the NOP. To gain a better contrast, 
the sample was dyed with Rhodamine B (627 nm central 
absorption wavelength) in advance. The corresponding 
emitted fluorescence was generated using an excitation filter 
(EX, ET560/40×), a dichroic mirror (DM, T585lpxr) and an 
emission filter (EM, ET630/75m). An MLA (RPC Photonics, 
MLA-S100-f15) was placed at the native image plane of the 
fluorescent microscope to capture the 4D light field. The 
lenslet of the MLA is a square with a side length of 100 μm. 
As shown in Figure 1B, the incident light was encoded as a 
2D spatial (x, y coordinates) and 2D angular (u, v coordinates) 
light field [marked as L (x, y, u, v)]. The light field was 
imaged using a 1:1 relay imaging lens (Nikon, AF-S DX 40 
mm f/2.8G) and recorded on a complementary metal-oxide-
semiconductor (CMOS) camera (PCO Edge 5.5) at the back 
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Figure 1 The optical layout and the coordinate definition of the system. (A) The optical layout of the FLFM system. The band broadband 
light, the excitation light and the emission light are colored in yellow, green and red, respectively. (B) Coordinate definition of the FLFM 
system. The MLA and CMOS planes correspond to x-y and u-v coordinates, respectively. L (x1, y1, u1, v1) and L (x1, y1, u2, v2) represents the 
incident light from a same microlens pitch but reaching two different pixels of the CMOS. NOP, native object plane; OL, objective lens; 
DM, dichroic mirror; EX, excitation filter; EM, emission filter; TL, tube lens; MLA, micro lenslet array; CMOS, complementary metal-
oxide-semiconductor; FLFM, fluorescent light field microscope.

Table 1 Parameters of the elements in the FLFM system

Definition Symbol Value

Spatial coordinate x, y, z – 

Angular coordinate u, v –

Optical wavelength λ 627 nm

Refractive index of air n 1.00

Magnification of OL Mobj 10×

NA of OL NMobj 0.3

Magnification of relay image system MR 1×

Focal length of relay image system fR 40 mm

F number of relay image system FR 2.8

Focal length of MLA fMLA 1,500 μm

Pitch size of MLA p 100 μm

Resolution of CMOS W×H 2,560×2,160

Pixel size of CMOS s 6.5 μm

Magnification of FLFM M Mobj·MR

FLFM, fluorescent light field microscope; OL, objective lens; 
NA, numerical aperture; MLA, micro lenslet array; CMOS, 
complementary metaloxide- semiconductor.
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focal plane of the MLA. Table 1 lists the detailed parameters of 
the FLFM system, which are used for theoretical calculation 
and simulation in the following sections.

Based on the parameters listed in Table 1, Table 2 
summarizes the key performances of the system, including 
FOV, DOF, diffraction limit, lateral resolution, angular 
resolution, axial resolution and recording rate. The central 
absorption wavelength of Rhodamine B (627 nm) is taken 
as the optical wavelength of the system. The immersed 
medium in which the microrobot floats is air. The formulas 
for calculating the achieved performances are also listed 
in Table 2 (49,50), which can be used as the scheme for the 
system design of the FLFM. The FLFM system can reach 
a lateral resolution of 10 μm and an axial resolution about  
40 μm over a 1,200×1,200×326 μm3 volume (1,200 μm × 
1,200 μm FOV and 326 μm DOF). Besides, the system 
records fluorescent light field images at 30 fps, allowing 3D 
tracking of microrobots with camera videorate. 

3D tracking algorithm for microrobots 

The flowchart of the proposed 3D tracking algorithm is 
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Table 2 The key performances of the FLFM system

Definition Symbol Formula (49,50) Value

FOV FOV
( )

2
min / , R objR

R

f NAfFOV W H M
F M

⋅ 
= × − 

 

1,200 μm × 1,200 μm

Angular resolution Nu, Nv /u vN N p sM= = 9.57

DOF DOF ( )2

2

2
2

u

obj

N n
DOF

NA
λ+

=
325.95 μm

Diffraction limit Δ 0.5

obj

n
NA

λ
∆ =

1.04 μm

Laterally resolution rL ( )max / ,Lr p M= ∆ 10 μm

Axial resolution rA ( )
2

2
2

u
A

obj

N n
r

NA
λ+

=
40.30 μm

Recording rate – – 30 fps

max() and min() respectively extract the greater value and the smaller value in brackets. Assumed that Nu = Nv according to the square 
lenslet of the MLA. FLFM, fluorescent light field microscope; FOV, field of view; DOF, depth of field.

shown in Figure 2A. It includes the following steps. First, 
we extract the sub-aperture (SA) images from the light field 
image of a fluorescent microrobot. Next, we generate a 
focal stack of refocused images by digital refocusing, and the 
depth of the microrobot is obtained by sharpness evaluation 
(40,51). Last, the lateral position of the microrobot is 
estimated from the best focus image. 

The light field image, denoted as L (x, y, u, v), captures 
both spatial and angular information of light. The subimage 
behind each lenslet locally measures the angular distribution 
of light. By taking the pixel corresponding to the same 
angle from each subimage, we can extract SA images 
[denoted as L(u, v) (x, y)] from the original light field image. 
Each SA image can be considered as the image captured 
from the view angle, which corresponds to the sampled 
angle on the lenlet’s subimage. Figure 2B shows an example 
of a light field image captured by the FLFM. The image 
consists of 3×3 lenslets, and each lenslet covers 3×3 pixels. 
By rearranging the pixels according to different view angles, 
a light field image can be reformed into 3×3 SA images 
shown in Figure 2C. 

Figure 2D shows the process of digital refocusing using 
SA images (49,52). The digital refocusing was achieved 
with a shift-and-add scheme. Defocus causes the SA 
images of different view angles shift laterally. By shifting 
the SA images and summing them up, a defocus image can 

be obtained. Applying the digital refocusing scheme to 
multiple refocusing distances gives a focal stack of intensity 
images. The process can also be expressed as (53):

( ) ( ) ( ),', ' ,u vu vE x y L x x y y dudv= + ∆ + ∆∫∫ 	
[1]

where E (x', y') is the refocused image, and Δxu and Δyv are 
the shifting distance along x and y direction, respectively. 
The shifting distance along x direction (similar for the case 
along y direction) is calculated as:

( )tanu ux z n θ∆ = ∆ ⋅ ⋅
	

[2]

where Δz is the axial refocusing distance from the NOP, 
and n is the refractive index of the immersed medium. For a 
certain sub-aperture image L(u, v) (x, y), the shifting slope θu is 
only determined by the view angle u, and can be calculated 
as (similar for the y dimension):

( )'arctanu uMθ θ= ⋅
	

[3]

' /u MLAu s fθ = ∆ ⋅
	

[4]

where M is the magnification of the system, Δu is the 
number of pixels, and s is the pixel size of the CMOS. 

The lateral shifting distances of SA images in digital 
refocusing depend on the effective axial refocusing distance, 
nΔz. Only when the refocusing distance matches the true 
depth of the sample, the SA images overlap with each other 
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Figure 2 3D tracking method for microrobots using digital refocusing. (A) Flowchart of the 3D tracking method. (B) The original light 
field image captured by the FLFM system. Different colors correspond to different lenslets, and different letters correspond to different 
view angles. (C) The SA images decoded from the light field image. Different sub-aperture images are separated by the blue line. (D) The 
principle of digital refocusing. (E) The depth estimation curve by using the sharpness evaluation function. FLFM, fluorescent light field 
microscope; SA, sub-aperture.

after shifting, resulting in a refocusing image with the best 
sharpness. By using a sharpness evaluation function, the 
image with the best sharpness can be detected from the focal 
stack. Thus, the depth of the microrobot could be obtained 
from the corresponding effective defocusing distance. Note 
that the effective defocusing distance is proportional to the 
refractive index of the immersed medium. Since the standard 
deviation function reaches the maximum when the image 
has the best sharpness, it is used as the sharpness evaluation 
function in our method (as shown in Figure 2E). Thus, the 
depth can be obtained by seeking the peak of the function.

The lateral localization of the microrobot is based 
on the best focus result of the previous step of digital 
refocusing and sharpness evaluation. The center position 
of the microrobot in the focal plane can be obtained by 
applying the image binarization process and centroid 
algorithm to the refocusing image with the best sharpness. 
The focal plane coincides with the real depth, so that the 
center position can be considered as the lateral position of 
the microrobot. Finally, by applying the 3D localization 
algorithm to each frame of the light field video, the 3D 

tracking of the microrobot can be achieved.

Results

Simulation results 

In this part, the 3D tracking method for microrobots was 
validated by simulations. First, we built the forward model of 
the FLFM system and generated simulated light field images 
of a helical microrobot. Next, we demonstrated the 3D 
tracking algorithm based on digital refocusing and applied it 
to the simulated light field images to estimate the location of 
the microrobot. Last, we simulated several cases of the 3D 
motions of the microrobot and validated the tracking results 
of the proposed 3D tracking algorithm. The immersed 
medium of the microrobot used in the simulations was air. 
The simulations were done on a laptop PC (AMD Ryzen 
5900HX, 16GB RAM) using MATLAB 2021b software. 

Forward model of the FLFM and digital refocusing 
process
The forward model of the FLFM is based on the wave optics 
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theory proposed by Broxton (37). The micro lenslet array 
is treated as a phase object, which modulates the complex 
field impinged on the micro lenslet array. The camera 
sensor measures the intensity after free-space propagation. 
Figure 3A shows the light field images of a point source 
at different defocus depths (0, −25, −50 and −75 μm  
from the NOP, respectively). The depth information of the 
point sources is recorded in the diffraction patterns of the 
light field images.

The light field image of a 3D fluorescent object can 
be obtained by summing over the images generated by 
all of the point sources in the 3D volume. The sampling 
point distribution of the designed helical microrobot is 
shown in Figure 3B. As the fluorescent substrate covers the 
surface of the microrobot, the sample points were designed 
to distribute only on the surface of the microrobot (54). 
By varying the 3D displacement and the rotation of the 
microrobot, the microrobot of arbitrary positions and 3D 
motion can be simulated (55). The measured light field 
image is a summation of all of the intensity images of the 

sampled points. The light field image (pseudo-color) of a 
microrobot on NOP (dz =0 μm) is shown in Figure 3C.

After we obtained the measured light field image, we can 
get a through-focus intensity stack by digital refocusing. 
The digital refocusing results of the microrobot at different 
depths (dz =0, 50, 100 and −50 μm) are shown in Figure  
3D-3G, respectively. The sharpness of the refocusing images 
varies from blurred to sharp, and then changes back to 
blurred when the refocusing distance changes from −200 to 
200 μm. It reaches the best sharpness when the refocusing 
distance matches the depth of the microrobot. Figure 3H 
shows the sharpness evaluation curves for the microrobot 
at different depths. The evaluations reach maximums at the 
distances near −50, 0, 50 and 100 μm, respectively, which 
match the groundtruth depths (dz). Thus, it indicates the 
validity of the 3D localization algorithm based on the digital 
refocusing of the light field image of a microrobot.

3D tracking results
In order to evaluate the 3D tracking algorithm, we simulated 

Figure 3 Simulation results of the light field imaging and the digital refocusing. (A) Fluorescent light field images of the point source 
(pseudo-color). The depths of the point source are 0, −25, −50 and −75 μm from NOP, respectively. (B) The sampling point distribution of a 
helical microrobot. (C) Light field image of the helical microrobot (pseudo-color). (D-G) The digital refocusing results of the microrobots. 
Different image border colors represent microrobots in different depths (dz =−50 μm, 0 μm, 50 μm, 100 μm, from top to bottom). (H) 
The sharpness evaluation curves of the refocusing images of the preceding microrobots. The horizontal axis corresponds to the refocusing 
distances from −200 to 200 μm, and the vertical axis is for the values of the sharpness evaluation function. The colors of the curves 
correspond to that in (D-G).
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four motion paths (marked as 1, 2, 3 and 4, respectively) 
of the helical microrobot. In Path 1, the microrobot 
solely floats along the z axis. Without lateral motion 
and the rotation of the microrobot, the axial movement 
acts as the main factor which affects the accuracy of the 
tracking algorithm. In Path 2 and Path 3, the microrobot 
spins forward along the y axis and z axis, respectively. By 
simulating the lateral and axial motions separately, it allows 
individually evaluating the motion along each axis. Path 4 
consists of two lateral motions at different depths, which are 
connected by axial movements. Detailed information about 
the motion paths is listed in Table 3. The digital refocusing 
distance ranges from −200 to 200 μm with a step size of 1 
μm. The locations of the microrobot in the designed paths 
are the groundtruth values of the tracking results.

For each path, we generated the light field images of 
the microrobot, and then recovered the 3D locations of 
the microrobot from these images using the 3D tracking 
algorithm. Figure 4 shows the estimated depths and the 3D 
tracking errors. For the motions only in lateral direction 
(Path 2, Figure 4F), the estimated depths maintain as zero, 
which matches the groundtruth values. For the other paths 
which include axial motions, the errors of depth estimation 
exist, and the rotation of the microrobot exacerbates the 
error (Figure 4G,4H vs. Figure 4E). The step-like errors 
are caused by the digital refocusing process, and can be 
smoothed by reducing the step size of refocusing distance. 
As the combined errors nearly overlap with the z errors, 
we could conclude that the accuracy of 3D tracking 
mainly depends on the error of the depth estimation. The 
maximum combined tracking error in the simulation is 
about 11 μm (Figure 4L). 

The dynamic tracking results  of  the paths are 
demonstrated in Videos 1-4, respectively. Each video consists 
of 4 synchronized parts, including the 3D motion of the 
microrobots, the corresponding light field image, the 

sharpness evaluation curve, and the recovered real-time 3D 
trajectory.

Experimental results

The experimental setup of the FLFM is shown in Figure 5A.  
We fabricated helical microrobots using a two-photon 
polymerization printing system (Nanoscribe, Photonic 
Professional GT2) with photoresist IP-L 780, and 
employed a physical vapor deposition device (KYKY-300, 
KYKY Technology) to deposit magnetic layer (nickel) and 
protection layer (titanium) on the helices. The CMOS 
camera installed at the top port of the microscope was used 
to capture the light field images of the moving microrobot, 
from which the 3D locations of the microrobot were 
estimated by post-processing. We added an extra CMOS 
camera (DP74) at the side port to simultaneously capture 
the image of the microrobot. The lateral locations estimated 
from the side port images provide reference for the lateral 
locations estimated from the light field images. Figure 5B 
and Figure 5C show the light field image (gray-scale) of a 
microrobot on the NOP and its corresponding side port 
image (RGB colored).

Validation of the 3D locations estimated from the 
fluorescent light field image
Although the side port image of the experimental setup in 
Figure 5 provides the reference for the lateral locations of 
the microrobot, it still lacks references for the depths. We 
performed a separate experiment to validate the accuracy 
of the 3D locations estimated by the proposed tracking 
method. A microrobot, dyed by immersing into Rhodamine 
B solution, was placed at the bottom of a flat holder on the 
stage of the light field microscope. The immersed medium 
the microrobot floated in was air. We axially moved the 
microrobot on the stage by adjusting the focusing knob. 

Table 3 The detailed parameters of the motion paths in simulations 

Path Motion type dx (μm) dy (μm) dz (μm) α (deg) β (deg) γ (deg)

1 Axial (static) 0 0 −150 to 150 0 0 0

2 Lateral 0 −120 to 120 0 0 0 −180 to 180

3 Axial 0 0 −120 to 120 90 0 −180 to 180

4 Lateral & axial −240 to 240 −240 to 240 −60 to 60 0 to 90 −90 to 180 −180 to 180

The origin point of the 3D space is the center point of the NOP. The pose of the microrobots is defined by the six motion parameters as 
follows, x displacement (dx), y displacement (dy), z displacement (dz), z rotating angle (α), x rotating angle (β) and y rotating angle (γ). The 
definition of the coordinates is same to that in Figure 1A. NOP, native object plane.
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Figure 4 The 3D tracking results in simulations. The subfigures in the same column correspond to the same motion path. (A-D) The whole 
3D motion trajectories of the microrobots, corresponding to the motion path 1, 2, 3 and 4. (E-H) The depth estimation results during the 
motions, including the estimated value (red), the true value (blue), and the error (green). (I-L) The 3D tracking error distributions during 
the motions, including the individual errors in x (red), y (blue), z (purple) directions and the combined errors (green). The combined error is 
the root-mean-square value of the errors in the x, y, and z directions. The subfigures in the same row correspond to the same path.
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Video 1 Dynamic tracking results of Path 1 in the simulation.

Video 2 Dynamic tracking results of Path 2 in the simulation.

Video 3 Dynamic tracking results of Path 3 in the simulation.

Video 4 Dynamic tracking results of Path 4 in the simulation.

Figure 5 The experimental setup and the fluorescence images. (A) The experimental setup of the FLFM. (B) The light field image (gray-
scale) of a microrobot on the NOP captured by the CMOS (PCO Edge 5.5). (C) The fluorescence microscopic image (RGB colored) of 
the microrobot corresponds to that in (B). MLA, micro lenslet array;  FLFM, fluorescent light field microscope; NOP, native object plane; 
CMOS, complementary metal-oxide-semiconductor.
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The defocus distance ranged from −150 to 150 μm with a 
step size of 5 μm. The defocus distances from the focusing 
knob provided the groundtruth for the depth estimations. 
The lateral position of the microrobot on the NOP 
estimated from the side port image acted as the reference 
for the lateral locations. Thus, the groundtruth value of the 
3D locations of the microrobot was obtained. 

The tracking algorithm recovered the location of the 
microrobot from the light field image measured at each 
of the defocus distances. Figure 6A shows the whole 
estimated 3D motion trajectory, and Video 5 demonstrates 
the dynamic tracking results. The estimated depths and the 
3D tracking error are shown in Figure 6B and Figure 6C, 
respectively. The maximum depth tracking error is about 
7 μm, which appears near the NOP of the system. The 
lateral tracking errors along x and y directions range from 
0 μm to about 8 μm. The errors are greater than that in the 
simulation. It could be possibly caused by the background 

noises and the fluorescent fragments near the microrobot 
in the experiment. The maximum combined tracking error 
is about 9 μm, and it is the claimed accuracy of the FLFM 
system in this work.

3D tracking of the magnetically driven microrobot
To demonstrate the capability of high-speed tracking, we 
fabricated a fluorescent magnetic microrobot based on 
the method proposed by Wang (56). In the experiment, 
a magnetic field generator (Magnebotix MFG 100-i) was 
used to control the 3D motions of the microrobot, and 
the CMOS (PCO Edge 5.5) was used to capture the light 
field images at 30 fps during the motion. The motion of 
the microrobot was carried out in distilled water (refractive 
index n=1.33). The motion continued for about 11s, which 
consists of 323 light field images. Figure 7A shows the 
whole 3D motion trajectory estimated by the proposed 
tracking algorithm. Video 6 demonstrates the dynamic 
tracking results. Figure 7B shows the coordinate positions 
of the microrobot during the motion. The motion ranges 
along each coordinate axes are about −375 to 175 μm (x), 
−200 to 500 μm (y), and −170 to 20 μm (z), respectively. 
The range covers a large proportion of the imaging 
volume calculated in Table 2, and the microrobot at each 
position during the motion can be clearly localized. Thus, 
the 3D tracking capability of the method in this paper is 
verified.

Discussion

This work proposed a high-resolution and high-speed 
3D tracking method for microrobots using a FLFM. It 

Figure 6 3D tracking results in the static tracking experiment. (A) The whole 3D motion trajectories. (B) The depth estimation results, 
including the estimated value (red), the true value (blue), and the error (green). (C) The 3D tracking error distributions, including the 
individual errors in x (red), y (blue), z (purple) directions and the combined errors (green). 

Video 5 Dynamic tracking results of the axial step motion.
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provided the design of the system parameters, the achieved 
performances, and the 3D tracking algorithm using digital 
refocusing. We verified the accuracy of the method by 
simulations and built the FLFM system to perform the 
tracking of microrobots with representative size. The 3D 
tracking method achieves a 30 fps data acquisition rate, 
10 μm lateral resolution and approximately 40 μm axial 
resolution over a volume of 1,200×1,200×326 μm3. The 
accuracy of the method can reach about 9 μm.

Compared with the existing 3D tracking methods for 
microrobots, the proposed FLFM in this work has the 
following advantages: 

(I)	 Compared with FI by a conventional microscope, 
the DOF of the proposed method is extended 
without any reduction of FOV, so that the capacity 
of 3D imaging is improved;

(II)	 Compared with through-focus scanning or 
binocular microscope, the FLFM enables 3D 
imaging from a single-shot image using a simple 
experimental setup;

(III)	 Compared to other methods, such as MRI, US and 
CT, the method has advantages of good imaging 
sensitivity and good lateral resolution.

However, the current method still has some limitations. 
First, the 3D tracking algorithm in this work is based on a 
global sharpness evaluation measurement which requires a 
clean background to eliminate the tracking errors caused by 
other objects, such as cells or tissues. Second, although the 
imaging volume of the system is extended compared with 
FI by a conventional microscope, it is still insufficient for 
clinical application of in vivo tracking. 

Our method could be further improved in the following 
ways in future work. First, the 3D tracking algorithm 
could be optimized to track multiple microrobots and 
even a swarm of microrobots simultaneously. Second, 
the FLFM could be integrated into the catheterization 
system or endoscopy, allowing in vivo 3D tracking for 
microrobots. And third, the FLFM could be re-built using 
sensors with high acquisition speed, so that the temporal 
resolution could be improved to record the ultrafast 
motion of microrobots.
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Figure 7 3D tracking results in the dynamic tracking experiment. (A) The whole 3D motion trajectory. (B) The 3D tracking results, 
including the individual tracking results in x (red), y (blue), and z (purple) directions. 

Video 6 Dynamic tracking results of the  magnetically driven 
microrobot.
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