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Background: Accurate assessment of coronavirus disease 2019 (COVID-19) lung involvement through 
chest radiograph plays an important role in effective management of the infection. This study aims to 
develop a two-step feature merging method to integrate image features from deep learning and radiomics to 
differentiate COVID-19, non-COVID-19 pneumonia and normal chest radiographs (CXR). 
Methods: In this study, a deformable convolutional neural network (deformable CNN) was developed and 
used as a feature extractor to obtain 1,024-dimensional deep learning latent representation (DLR) features. 
Then 1,069-dimensional radiomics features were extracted from the region of interest (ROI) guided by 
deformable CNN’s attention. The two feature sets were concatenated to generate a merged feature set for 
classification. For comparative experiments, the same process has been applied to the DLR-only feature set 
for verifying the effectiveness of feature concatenation. 
Results: Using the merged feature set resulted in an overall average accuracy of 91.0% for three-class 
classification, representing a statistically significant improvement of 0.6% compared to the DLR-only 
classification. The recall and precision of classification into the COVID-19 class were 0.926 and 0.976, 
respectively. The feature merging method was shown to significantly improve the classification performance 
as compared to using only deep learning features, regardless of choice of classifier (P value <0.0001). Three 
classes’ F1-score were 0.892, 0.890, and 0.950 correspondingly (i.e., normal, non-COVID-19 pneumonia, 
COVID-19). 
Conclusions: A two-step COVID-19 classification framework integrating information from both DLR 
and radiomics features (guided by deep learning attention mechanism) has been developed. The proposed 
feature merging method has been shown to improve the performance of chest radiograph classification as 
compared to the case of using only deep learning features.
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Introduction

Coronavirus disease 2019 (COVID-19), caused by the 
severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2), has caused a devastating effect on the health and 
well-being of the global population. Chest radiograph 
imaging is a main radiological investigation performed 
on patients who are suspected or confirmed to have 
COVID-19. It is an essential tool for auxiliary diagnosis, 
evaluating complications, severity assessment and prognosis 
monitoring (1-4). Former studies indicated patients infected 
with COVID-19 present certain lung region abnormalities 
in the chest radiography images (4-7), such as the bilateral 
and peripheral ground-glass opacity (GGO) in the early 
stage and the pulmonary consolidation opacity in the later 
stage. The effectiveness of chest radiograph in COVID-19 
clinical applications, however, has been hampered by their 
relatively low sensitivity for early detection and diagnosis.

In recent years, deep learning has been successfully applied 
to both medical imaging analysis and automatic diseases 
diagnosis (8-10). For the COVID-19 classification of chest 
radiograph images, most research is based on modifications 
to classification models to improve COVID-19 detection 
accuracy. The categories can be divided into binary and 
multiple classification tasks (11-13). For binary classification 
task, it is mainly based on the discrimination between 
COVID-19 and normal or the COVID-19 and other 
pneumonias. Abbas et al. validated a deep convolutional neural 
network (CNN) called Decompose, Transfer, and Compose 
(DeTraC), for the binary classification of COVID-19 chest 
radiograph images. The experimental results showed that 
the high accuracy of 93.1% was achieved by DeTraC in 
the detection of COVID-19 from normal, and severe acute 
respiratory syndrome cases (14). Karakanis et al. proposed a 
ResNet8-based CNN model to classifier the COVID-19 and 
normal chest radiograph images. It was designed in a form to 
support a lightweight architecture without transfer learning, 
whilst performing well. The improved model attained an 
accuracy of up to 98.7% (15). The multiple classification is to 
classify chest radiograph images of three or more categories. 
Khan et al. proposed a classification model called CB-
STM-RENet to exploit channel boosting and learn textural 
variations to effectively screen the chest radiograph images of 

COVID-19 infection. The three public datasets with normal, 
viral or bacterial pneumonia, COVID-19 chest radiograph 
images were employed for training and testing. The extensive 
experimentations provided satisfactory detection performance 
with accuracy of 98.53% (CoV-Healthy-6k dataset), 97.48% 
(CoV-NonCoV-10k dataset) and 96.53% (CoV-NonCoV-
15k dataset) (16). Hussain et al. adopted a 22 layered 
CoroDet model to classify four different classes, including 
800 normal, 400 viral pneumonia, 400 bacteria pneumonia 
and 500 COVID-19. The improved model showed good 
classification results with the accuracy of 91.2% (17). Ghosh 
et al. presented an ENResNet model based on deep residual 
CNN architecture to do the classification task of normal, 
pneumonia and COVID-19 chest radiograph images. It 
achieved the overall accuracy of 98.42%, and the sensitivity 
and specificity were 99.46% and 98.27% respectively (18).

With the widespread application of artificial intelligence 
in COVID-19 detection, deep learning models have proven 
to be the powerful tools to augment radiologists. However, 
most deep learning models lack interpretability due to 
their black-box nature. Therefore, the understanding 
of the decision-making process of deep learning is still 
limited. Radiomics provides a convenient and reliable way 
to mine quantitative features from medical images and 
provide extensive information for diagnosis and prognosis 
(19-22). Some attempts have also been made to utilize 
radiomics features to predict COVID-19 from chest 
radiograph images and CT images (23-26). Previous studies 
suggest that the combination of radiomics features and 
deep learning features could achieve improved diagnostic 
performance compared to the case of using only one feature 
space (27,28). Mangalagiri et al. extracted 7 radiomic 
texture features from the lung regions and developed a 3D 
CNN model for obtaining the deep learning features. He 
performed the random forest classification of COVID-19 
using the two classes of extracted features. The proposed 
model achieved a higher true positive rate with the average 
area under the receiver curve (AUC) of 0.9768 (29). Hu 
et al. proposed a deep learning model combined with 
radiomics analysis for enhancing the accuracy of COVID-19 
classification. He extracted two radiomic feature maps based 
on cross-correlation analysis from pre-defined region of 
interest (ROI). The radiomics-boosted deep-learning model 
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improved the AUC of VGG-16 from 0.918 to 0.969 (30). 
However, manually delineating lesions is a labor-intensive 
and time-consuming task.

In this study, we propose a novel classification method 
using the attention mechanism of a deep learning neural 
network to combine the information from deep learning 
with that from radiomics to differentiate COVID-19, non-
COVID-19 pneumonia and normal chest radiographs 
(CXR). The effectiveness of the proposed combined 
method is validated by extensive comparative experiments. 
Our paper makes the following major contributions. 
First, a deformable CNN was developed by combining 
a deformable convolution layer with DenseNet121 (31), 
which can help the network adapt to the varying shapes of 
lung abnormalities and better aggregate local and global 
information. Second, a gradient based visualization method 
Grad-CAM++ (32) was utilized to generate the lung region 
class activation map (LCAM) for performing radiomics 
analysis on the attentional lung region. We present the 
following article in accordance with the STARD reporting 
checklist (available at https://qims.amegroups.com/article/
view/10.21037/qims-22-531/rc).

Methods

Datasets

In this retrospective study, chest radiograph images were 
obtained from several online public sources. For COVID-19 
cases, 1,570 COVID-19 chest radiograph images were 
collected from several limited datasets (33-37). The collected 
dataset contained the medical images, while no demographic 
information was included. To avoid the possibility of date 
repetitiveness, manual check was conducted within the 
collected COVID-19 cases. Additional manual examination 
was also performed to assure the independence between 
training set and testing set. For non-COVID-19 pneumonia 
and normal cases, 1,700 chest radiograph images were 
randomly selected for each category from the RSNA 
Pneumonia Detection Challenge dataset (38). All radiograph 
images were acquired from a non-specific age group from 
various medical institutions. This minimized the bias caused 
by age-related characteristics and imaging protocols.

To preserve the model’s performance and prevent 
overfitting, 3,770 cases (1,300 normal, 1,300 non-COVID-19 
pneumonia, 1,170 COVID-19 pneumonia) were randomly 
selected from the whole dataset as the training dataset. 
Another 300 random cases (100 normal, 100 non-COVID-19 

pneumonia, 100 COVID-19 pneumonia) were selected as the 
validation set for hyperparameters’ fine-tuning and training 
monitoring. The remaining 900 cases (300 normal, 300 non-
COVID-19 pneumonia, 300 COVID-19 pneumonia) were 
then used as the testing set to evaluate proposed model’s 
performance. To prevent the testing dataset’s information 
from being included in the training process, the same dataset 
splits were used for both the deep learning feature extractor 
training and the subsequent merged model training, while 
the testing dataset was not used for training any model 
throughout this study. Figure 1 shows some representative 
samples of Chest radiograph images from the dataset.

Study design

In this section, an automatic COVID-19 chest radiograph 
diagnostic method with merged information is proposed. 
The overall framework of our method is illustrated in  
Figure 2. The details of corresponding parts are presented 
in the following subsections.

Data preprocessing 
Due to the various sources of the collected dataset, all 
images were unified by being resized to 256×256 with a bit 
depth of 8. Most of the radiograph images have large area 
opacification and blurred lung boundaries. The histogram 
equalization is a technique used to distribute the gray 
levels within a CXR, during which the image histogram 
is converted into a uniform histogram and the edges and 
borders between different regions are highlighted. This 
enhanced texture information will promote the feature 
extraction process by CNNs. It has been proved in previous 
research (39,40), histogram equalization could increase the 
contrast of low intensity regions and improve classification 
performance. Therefore, global-level histogram equalization 
was applied on the whole dataset for preprocessing. After 
histogram equalization, a lung segmentation module was 
implemented using a pre-trained model (41) to generate 
lung region masks, which were later used to generate lung 
region class activation maps (LCAMs). To exclude small 
erroneous regions, connected component analysis was 
applied after mask generation, and binary morphological 
closing was performed to fill any small holes of radius up to 
10 pixels in the segmentation.

The proposed deformable CNN
In this section, we proposed a deformable CNN for 

https://qims.amegroups.com/article/view/10.21037/qims-22-531/rc
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COVID-19 latent representation extraction. The backbone 
model of the network was DenseNet121 (31), comprised of 
four Dense Blocks and three transition layers. The Dense 
Blocks were composed of 6, 12, 24, 16 densely connected 
layers, respectively. In each Dense Block, each layer was 
connected to every other layer in a feed-forward fashion to 
ensure information reuse. The transition layers (consisting 
of a convolutional layer and a pooling layer) were 
responsible for down-sampling and increasing receptive 
fields. To improve the network’s ability to adapt to different 
shapes and irregular boundaries of lung tissues and lesions, 
a deformable convolutional layer (42) was used to replace 
the last convolutional layer in the last Dense Block, and a 
fully connected layer outputting a 3-vector was added at the 
very end of the model to act as a 3-class classifier. 

The principle of deformable convolution, as illustrated in 
Figure 3, is adding 2D offsets to the regular grid sampling 
locations from standard convolution, which enables the 
sampling grid to deform away from rectangular shapes. 

Additional convolutional layers are used to generate both 
horizontal and vertical offsets from the preceding feature 
maps. Thus, the deformation is conditioned on the input 
features in a local, dense, and adaptive manner.

A standard 2D convolution consists of two steps: (I) 
sampling using a regular grid R over the input feature map 
x, and (II) summation of sampled values weighted by w. In a 
basic 2D convolutional layer, the sampling location grid R of 
a 3x3 convolution kernel with dilation 1 can be expressed as:

( ){ ( ) ( ) ( )}1, 1 , 1, 0 , , 0,1 , 1,1 ,= − − − =R R N  [1]

Correspondingly, the output feature map y can be 
expressed as 

( ) ( ) ( )0 0np R n ny p w p x p p∈= ∑ ⋅ +   [2]

Where p0 enumerates the location in y, and pn enumerates 
the location in R.

Instead of using a fixed sampling grid, deformable 
convolution added 2D offsets ∆pn to R to augment the 

A B C

Figure 1 Examples of chest radiograph images. (A) Normal lungs; (B) non-COVID-19 pneumonia; (C) COVID-19. COVID-19, 
coronavirus disease 2019.
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sampling process. The feature map after deformable 
convolution can be expressed as 

( ) ( ) ( )0 0np R n n ny p w p x p p p∈= ∑ ⋅ + + ∆  [3]

Since the location of (p0 + pn + ∆pn) is typically fractional, 
the value of x (p0 + pn + ∆pn) was obtained through bilinear 
interpolation. 

A standard convolutional layer is applied over the 

preceding feature map and outputs the offset fields with 
the same spatial resolution as the input feature map. The 
dimension 2N corresponds to N 2D offsets. 

The deformable convolutional layer was implemented 
after the last convolutional layer in Dense Block 4. The 
output of the deformable convolution layer was average-
pooled and flattened to a 1,024-dimensional vector—the 
latent representation of the input image. After that, a fully-

Output latent vector

"COVID-19#

COVID-19#

Data 
augmentation

Histogram 
equalization

Lung 
segmentation

Radiomics feature 
extraction

Deformable densely 
connected CNN

Grad-CAM++ Visualization

Threshold

Classifier

Backprop till last  
convolution layer

Deformable convolutional neural network

Figure 2 Illustration of our proposed COVID-19 classification method. Before training the classification network, images are preprocessed 
to improve data quality and augmented to increase the training dataset size. When a chest Radiograph image is fed into the deformable 
CNN, the network outputs a preliminary classification result and a 1,024-dimensional latent representation of the input image. Then, a 
LCAM is generated by lung region segmentation and the Grad-CAM++ method. A ROI mask is generated by thresholding the LCAM. 
Radiomics features extracted from the ROI are concatenated with the latent representation and then fed into different machine learning 
classifiers for classification. #, predicted class. CNN, convolutional neural network; COVID-19, coronavirus disease 2019; LCAM, lung 
region class activation map; ROI, region of interest.
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connected layer outputting three classes was implemented 
to output the predicted class. The cross-entropy loss 
between the predicted and true classes was used to optimize 
the network parameters.

Training, validation, and testing procedures
In this study, we implemented our deformable CNN 
using Python 3.7 and Pytorch 1.7 with CUDA 11.1 on a 
workstation equipped with an NVIDIA GeForce RTX 2080 
Ti GPU. 

To prevent overfitting during training, after data 
preprocessing, data augmentation was applied to the training 
set, while no augmentation was applied to the testing set. 
The augmentation techniques used are listed as follows: (I) 
random horizontal flipping (probability =0.5); (II) random 
affine transformation [the range of degrees was (−10, +10), 
the range of translation was 0.1 for both horizontal and 
vertical directions, the range of scale factors was (0.9, 1.1)]; 
(III) random brightness change [the range was (0.9, 1.1)]. All 
augmentation techniques were implemented with PyTorch. 
The backbone model was initialized with ImageNet (43) 
pretrained weights. The deformable convolutional layer 
was then implemented, with its offset field initialized 
with zeros, while the other learnable parameters of the 
deformable convolutional layer and the parameters of the 
fully connected layer were initialized with default PyTorch 
initialization methods.

During DCNN training, the layers before 15th 
convolutional layer in Dense Block four were frozen to avoid 
damaging the pre-learned feature extraction information 
during the re-training. The 15th and 16th convolutional 
layers in Dense Block were unfrozen and fine-tuned to adapt 
the pre-trained features to new medical image data, while 
the deformable convolutional layer and fully connected layer 
were trained from sketch. The number of unfrozen layers 
was set to three to balance overfitting issue and training 
performance. The Adam optimizer (44) was used, with 
hyperparameter values of β1=0.9 and β2=0.999. The learning 
rate for the three convolutional layers was set to 5e-5, and 
the learning rate for the fully connected layer was set to 
5e-2. Training was performed using a batch size of 64. We 
trained 60 epochs to get convergence.

After convergence, the trained deformable CNN was 
used to generate a 1,024 deep learning latent representation 
(DLR) features of the training set and validation set. 
The LCAMs of training set and validation set were also 
generated for radiomics feature extraction. 

LCAM generation
Grad-CAM++ (32) is a state-of-the-art CNN interpretation 
method. It assesses the importance of each pixel in a feature 
map towards the overall classification decision. After the 
deformable CNN was trained, Grad-CAM++ was used 
to generate the saliency map for the original image mw. 
The lung region binary mask ml was combined with mw 
by element-wise multiplication to obtain the LCAM. The 
areas of the map with relatively high importance score were 
the critical factors for why the neural network classified the 
input into a particular class. 

The importance score within the lung region was 
normalized to (0, 1). Then, the thresholding technique 
proposed by Zhou et al. was used to segment the regions 
of the class activation map. In Zhou’s paper, the region 
with the value above 20% of the max value is regarded 
with the distinctive region. In this study, the region with 
a value greater than 20% of the maximum value (0.2) was 
segmented and termed as the “attentional lung region” (45). 

Radiomics analysis and merged model construction
The attentional lung region was used as the ROI for 
radiomics feature extraction. To further analyze the 
differences in imaging phenotype between different classes, 
radiomics features widely used in tumor diagnosis were 
extracted using Python (version 3.7) and PyRadiomics (46) 
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Figure 3 Illustration of 3×3 deformable convolution. Horizontal 
and vertical offsets generated from additional convolutional layers 
are added to the regular grid sampling locations from standard 
convolution, which enables the sampling grid to deform away from 
rectangular shapes. conv, convolution.
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(version 3.0). Nine 2D image transforms in PyRadiomics 
(including the original image, Laplacian of Gaussian filter, 
wavelet filtering, Square transform, Square Root transform, 
Logarithm transform, Exponential transform, Gradient 
transform, and LocalBinaryPattern2D transform) were 
applied. Six series of features were extracted, including first 
order features, Gray Level Co-occurrence Matrix, Gray 
Level Size Zone Matrix, Gray Level Run Length Matrix, 
Neighboring Gray Tone Difference Matrix, and Gray Level 
Dependence Matrix. In total, 1,069 radiomics features were 
extracted and concatenated with the 1,024 DLR features as 
the merged feature set. 

As common issue in radiomics studies with hundreds of 
features, many of the biomarkers (features) used as predictors 
were highly correlated with one another. This challenge 
necessitated feature selection in order to avoid collinearity, 
reduce dimensionality, and minimize noise (47,48).

Unsupervised and supervised feature selection methods 
were used successively. The training set and validation set 
were combined as the new training set for feature selection. 
First, an unsupervised feature selection method was applied 
by calculating Pearson correlation coefficients between each 
pair of features. Features with a correlation coefficient higher 
than 0.95 were regarded as redundant, and one feature was 
selected to represent those highly-correlated features. After 
unsupervised feature selection, supervised feature selection 
was performed using scikit-learn package (49). A transformer 
was built from a Random Forest composed of 1,000 decision 
trees and used to select features based on importance 
weights. Features whose importance was greater or equal to 
mean value were kept while the others are discarded. After 
applying the abovementioned feature selection methods to 
the merged feature set, 458 DLR features and 264 radiomics 
features were selected. 

Four different classifiers (Decision Tree, Random Forest, 
LinearSVC, Multilayer Perception) were constructed based 
on the selected merged feature set. In order to quantify 
the effect of using radiomic data in classification, a DLR-
only feature set was generated using the same procedures as 
described previously. This DLR-only feature set contained 
489 out of 1,024 features. Classification results of each 
classifier using the DLR-only feature set and the merged 
feature set, respectively, were calculated and compared. For 
each classifier, the training and testing procedures were 
repeated 50 times. The mean and standard deviation of the 
accuracy were computed for each classifier. The relative 
standard deviation (RSD), defined in Eq. [4], was calculated 

to quantify the stability of the different classifiers:

acc

acc

RSD σ
µ

=   [4]

Where σacc and μacc are the standard deviation and the 
mean of the accuracy, respectively. Lower RSD means 
higher stability of the corresponding model. The two-
tailed t-test was used to measure the significance between 
different feature sets’ classification accuracy. P values <0.05 
indicated statistical significance.

From intermediate results shown in Table 1, Random 
Forest was chosen as the classifier for our proposed model 
shown in Figure 2. A range of different evaluation metrics, 
including average accuracy for the testing dataset as well 
as recall, precision and F1-score for individual classes 
were used to quantitatively evaluate the classification 
performance using the two different feature sets (DLR + 
radiomics and DLR-only).

This study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013).

Results

Lung region activation visualization

It takes about 120 min to train the deep learning feature 
extractor. After the proposed deformable CNN was 
trained, the Grad-CAM++ method was used to visualize the 
attention of the network and to extract attentional areas. 
Representative cases’ visualization results are presented 
in Figure 4. Figure 4A shows the original chest radiograph 
images, while Figure 4B shows the lung region heatmaps 
highlighting the activation region associated with the 
predicted class. In Figure 4C, the heatmaps are overlapped 
on the original images to show the attentional lung region. 
The ROI masks generated by thresholding are shown in 
Figure 4D. 

Evaluation of multi-class classification

The accuracy statistics for different classifier models over 
50 train-test iterations is shown in Figure 5. The iterations 
took approximate 4 hours in total. The results demonstrate 
that, for all tested classifiers, the performance of the merged 
feature set is better than that of the deep learning feature 
set only.

To further investigate the difference between different 
classification models, quantitative measurements of the 
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classification framework with different classifiers and 
different feature sets are listed in Table 1. 

The detailed hyper-parameters of the classifiers are 
listed in the table. Mean accuracy and standard deviation 
are also listed. For all classifiers, the classification models 
based on the merged feature set achieve significant better 
performance than those based on the DLR-only feature set 
(P value <0.0001).

The Random Forest and Multilayer Perception (MLP) 
methods have higher accuracy scores than the Decision 
Tree and LinearSVC methods. Moreover, Random Forest 
has lower RSD than MLP, suggesting that the Random 
Forest method is more stable. Hence, Random Forest was 
chosen as the classifier for further quantitative analysis. 

The recall, precision, F1-score and overall accuracy of 
the Random Forest classifier for each class and each feature 
set are given in Table 2. The merged feature set achieves 
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Figure 4 Representative cases of (A) original chest Radiograph images; (B) lung region activation maps generated by the proposed network; (C) 
lung region activation maps overlaid on the chest Radiograph images; (D) binary mask of the region of interest. Colors represent the importance 
scores, which represent the importance of each pixel in a feature map towards the overall classification decision. The lung region which has a 
value greater than 0.2 is segmented as the ROI. From top to bottom, the three cases were from normal class, non-COVID-19 pneumonia class 
and COVID-19 class respectively. NCP, non-COVID-19 pneumonia; COVID-19, coronavirus disease 2019; ROI, region of interest.
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Figure 5 Box plot comparing the classification accuracy of four different 
classifiers with two different feature sets. The black dot indicates outliers. 
DLR, deep learning latent representation; ARF, attentional lung region 
radiomics features; SVC, support vector classification. 
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improved overall accuracy and a higher F1-score for all 
three classes compared to the DLR-only feature set.

Discussion

Several studies have illustrated the importance of 
integrating information from both radiomics and deep 
learning features (27,30) for COVID-19 detection from 
CT images.. This study proposed a novel method to classify 
COVID-19, non-COVID-19 pneumonia and normal lung 
by integrating information from deep learning features 
and attention-guided radiomics features. The results 
shown in Figure 5 demonstrated that the combination 
of DLR features and radiomics features led to improved 
classification performance as compared to DLR features 
alone. The two-tailed t-test was used to further verify the 
statistical significance of this performance difference on four 

classifiers. As shown in Table 1, P values of all classifiers are 
less than 0.0001, indicating that merged feature set could 
achieve better classification performance regardless of the 
classification algorithm. This may be because the radiomics 
features and DLR features provide complimentary 
information, i.e., radiomics features mainly contain low-
level information while the DLR features mainly contain 
high-level information. As a result, the combination of 
these features describes the medical images in a more 
complete manner than a single feature set. Furthermore, 
the introduction of the radiomics features also improves the 
interpretability of the classification model, which is crucial 
for clinical adoption of AI technologies (50).

In Table 2, the classification performance using the merged 
feature set and that using the DLR-only feature set were 
compared using more comprehensive evaluation metrics. It is 
noticed that the three categories achieved various performance 

Table 1 Classification performance of different models

Models Hyper-parameters Features Accuracy (mean ± SD) RSD (%) P value

Decision Tree criterion=‘gini’, 
min_samples_split=2, 
min_samples_leaf=1

DLR 0.842±0.006 0.69 <0.0001

DLR + ARF 0.854±0.007 0.84

Random Forest n_estimators=100, 
criterion=‘gini’

DLR 0.904±0.003 0.40 <0.0001

DLR + ARF 0.910±0.003 0.40

LinearSVC penalty=‘l1’, 
loss=‘squared_hinge’, 
max_iter=10000

DLR 0.867±0.001 0.10 <0.0001

DLR + ARF 0.881±0.001 0.11

Multilayer Perceptron hidden_layer_sizes=(100)  
activation=‘relu’, solver=‘adam’

DLR 0.908±0.004 0.47 <0.0001

DLR + ARF 0.911±0.004 0.42

SVC, support vector classification; DLR, deep learning latent representation; ARF, attentional lung region radiomics features; RSD, relative 
standard deviation.

Table 2 Random Forest’s Classification Performance with different feature sets

Methods Class labels Recall (95% CI) Precision (95% CI) F1-score (95% CI) Overall accuracy (95% CI)

DLR Normal 0.922 (0.892–0.952) 0.855 (0.815–0.895) 0.887 (0.851–0.923) 0.904 (0.870–0.937) 

NCP 0.877 (0.839–0.914) 0.886 (0.851–0.922) 0.881 (0.845–0.918)

COVID-19 0.913 (0.881–0.945) 0.979 (0.963–0.995) 0.945 (0.919–0.971)

DLR + ARF Normal 0.922 (0.892–0.953) 0.864 (0.825–0.903) 0.892 (0.857–0.927) 0.910 (0.878–0.943)

NCP 0.883 (0.847–0.919) 0.898 (0.864–0.932) 0.890 (0.855–0.926)

COVID-19 0.926 (0.896–0.956) 0.976 (0.958–0.993) 0.950 (0.925–0.975)

DLR, deep learning latent representation; ARF, attentional lung region radiomics features; NCP, non-COVID-19 pneumonia; COVID-19, 
coronavirus disease 2019; CI, confidence interval.
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in the recall and precision metrics. For recall, it is the measure of 
the correctly predicted positive cases over all positive cases in 
the data, while precision represents how many of the positive 
predictions made are correct. With or without the addition 
of radiomics features, COVID-19 achieved higher precision 
score than other two categories indicating that normal 
and non-COVID-19 pneumonia cases are less likely to be 
predicted as COVID-19. The COVID-19 recall score reflects 
the probability of a missed classification of COVID-19 (the 
higher the recall score, the less likely the wrong classification 
of COVID-19). The merged model achieved 0.926 for 
COVID-19 recall, which is 0.013 higher than the DLR-only 
model. Compared with non-COVID-19 pneumonia, normal 
category possessed a higher recall rate but a lower precision 
rate. It can be inferred that some non-COVID-19 pneumonia 
cases had relatively less obvious imaging features, which 
were likely to be misclassified as normal cases. In the further 
development, feature enhancement methods could be utilized 
to address this problem.

For radiomics features generation, previous studies 
usually extracted features from the lung volume or the 
manually delineated lesions (27,30). In this study, we 
used a CNNs’ attention mechanism to determine the 
ROI for radiomics feature extraction. The Grad-CAM++ 
visualization method was utilized to generate the lung 
region attentional map. It can be seen from Figure 4 that 
our proposed deep learning network was able to detect 
suspicious lung regions and make classification decisions 
based on these regions and their neighborhoods.

The novel two-step framework proposed in this study 
has various potential implications for medical image 
analysis. First, we demonstrated that combining radiomics 
features and DLR features was able to improve classification 
performance. Second, the attention-guided radiomics 
features extraction not only avoids the averaging effect 
caused by using the whole lung volume, but also removes 
the requirement for labor-intensive manual segmentation. 
The selection of threshold value also plays an important 
role in the process of generating the ROI mask. The 
change of threshold values could result in the variation of 
classification performance. Lower threshold value includes 
larger proportion of the lung region for feature extraction, 
while higher threshold value only focuses on the smaller 
region of highly activated region guided by deep learning 
model. The threshold level regulates the influence of 
the deep learning attention on the feature selection. In 
the future research, we plan to optimize the threshold 
value based on classification performance and physicians’ 

manually delineated ROI. The methods introduced in this 
study could be utilized for the computer-aided diagnosis of 
diseases aside from COVID-19, such as lung tumors.

Despite the promising results, the present study has several 
limitations. First, the datasets used here were collected from 
several online datasets. Image compression may have created 
artifacts in the source images. Second, the chest radiograph 
images from the online datasets lack relevant clinical 
information, which may include predictive information 
such as age and body mass index. The lack of dataset’s 
demographic information also may introduce risks of bias 
caused by ambiguous source and inauthentic data. Though 
the current research proposed a novel method to improve the 
classification performance, the clinical transferability of the 
model is restricted by the authenticity of the public dataset. 
Hence in future research, to ensure the dataset’s authenticity 
and quality, we planned to develop our own datasets based on 
local hospital’s data. Besides CXR, demographic information 
(e.g., age, sex) and other available modalities’ data will be 
also collected to conduct more comprehensive assessments. 
Further image synthesis method (51,52) and enhancement 
techniques (53) could be explored to improve the COVID-19 
classification or severity assessment. 

Conclusions

In this study, we have demonstrated a two-step COVID-19 
classification framework integrating information from 
both DLR and radiomics features guided by deep learning 
attention mechanism. Merging deep learning and radiomics 
features in modeling has been shown to improve the chest 
radiograph COVID-19 classification performance as 
compared to the case of using deep learning features alone. 
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