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Background: Automatic segmentation of temporal bone computed tomography (CT) images is 
fundamental to image-guided otologic surgery and the intelligent analysis of CT images in the field 
of otology. This study was conducted to test a convolutional neural network (CNN) model that can 
automatically segment almost all temporal bone anatomy structures in adult and pediatric CT images.
Methods: A dataset comprising 80 annotated CT volumes was collected, of which 40 samples were 
obtained from adults and 40 from children. A further 60 annotated CT volumes (30 from adults and 30 
from children) were used to train the model. The remaining 20 annotated CT volumes were employed to 
determine the model’s generalizability for automatic segmentation. Finally, the Dice coefficient (DC) and 
average symmetric surface distance (ASSD) were utilized as metrics to evaluate the performance of the CNN 
model. Two independent-sample t-tests were used to compare the test set results of adults and children.
Results: In the adult test set, the mean DC values of all the structures ranged from 0.714 to 0.912, and the 
ASSD values were less than 0.24 mm for 11 structures. In the pediatric test set, the mean DC values of all 
the structures ranged from 0.658 to 0.915, and the ASSD values were less than 0.18 mm for 11 structures. 
There was no statistically significant difference between the adult and child test sets in most temporal bone 
structures.
Conclusions: Our CNN model shows excellent automatic segmentation performance and good 
generalizability for both adult and pediatric temporal bone CT images, which can help to advance otologist 
education, intelligent imaging diagnosis, surgery simulation, application of augmented reality, and 
preoperative planning for image-guided otology surgery.
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Introduction

The temporal bone, which contains hearing and balance 
organs, is one of the most complex bony structures in the 
human body. To ensure secure temporal bone surgeries, 
surgeons must mentally establish a 3-dimensional (3D) 
interrelationship of temporal bone anatomy using 
2-dimensional (2D) temporal bone computed tomography 
(CT) scans (1-3); this is a difficult task for resident surgeons. 
Image-guided technological approaches can assist surgeons 
in establishing and comprehending the spatial relationship 
between the critical structures obtained from 2D temporal 
bone scans and the 3D reconstruction of such scans. 
Image-guided techniques have been applied in various 
otologic surgeries, such as mastoidectomy (2), cochlear  
implantation (4), and acoustic neuroma resection (5,6). 
Sensitive structure segmentation of CT images is essential 
for the safety of image-guided temporal bone surgeries. 
However, more than 10 structures are associated with the 
temporal bone, and they vary widely in terms of shape, 
size, volume, threshold, and local contrast, among other  
attributes (3). Although expert manual segmentation of 
temporal bone CT images achieves significantly high 
accuracy, it is time-consuming and labor-intensive, limiting its 
effectiveness for image-guided temporal bone surgery (2,4-6).

Automatic segmentation is a promising approach that 
can address the rapidly increasing demand for the extraction 
of critical organs in temporal bone CT images. Over the 
past few years, atlas-based segmentation methods (7,8) and 
active shape models (ASMs) (9,10) have dominated the field 
of automatic segmentation of temporal bone CT images. 
These studies automatically extract critical structures from 
temporal bone CT images through a series of operations, 
including presegmentation, spatial registration, and 
label mapping (11). However, the performance of these 
segmentation algorithms can be compromised easily due 
to non-rigid registration of images, noise, and changes in 
the topologies of various sensitive structures, among other 
aspects (12,13).

In recent years, there have been significant advancements 
in artificial intelligence (AI). Deep learning, a subfield of 
machine learning, facilitates the development of novel 
and efficient methods to achieve the effective automatic 
segmentation of images generated using medical imaging 
techniques (14-16). Specifically, deep learning-based 
frameworks comprise multilayer neural networks that can 
learn the features of image structures, such as threshold, 
shape, size, volume, and texture, from the original input 

image (17,18) and further provide the target structures as 
the output. Deep learning-based computer vision and image 
segmentation approaches have unique capabilities (19).  
In recent years, some neural network models such as 
U-net and W-net have been proposed, which have been 
shown to achieve impressive results in image segmentation, 
compared with traditional methods (12). Applying such 
deep learning-based approaches in medicine has resulted 
in major breakthroughs in various surgical fields (20-24). 
However, recently published architectural designs of neural 
networks for temporal bone CT images are complex (1,3,25). 
Additionally, all the CT images used in the previously 
referenced studies were obtained from adults; CT images 
from children were not used in these studies.

This study used a previously published convolutional 
neural network (CNN) model (13) to segment the 
small and fine structures in temporal bone CT images. 
Automatic segmentation training of the proposed network 
was conducted using 11 critical structures obtained from 
temporal bone CT images of adults and children. Finally, 
the generalizability of the CNN model was evaluated to 
automatically segment temporal bone CT images obtained 
from adults and children. 

The main contributions of this study are as follows:
(I)	 First, a dataset comprising 11 annotated temporal 

bone CT structures was developed. To our 
knowledge, this is the first publicly available 
dataset comprising annotated temporal bone CT 
structures. The developed dataset and the code 
of the CNN architecture will be shared with the 
GitHub website to promote future research.

(II)	 Second, because no previous studies on the 
automatic segmentation of pediatric temporal bone 
CT images were identified, CT images obtained 
from pediatric temporal bone imaging in the 
training set were included. A training model that 
included temporal bone CT images from adults 
and children was established. Therefore, the range 
of groups who can benefit from the application of 
the proposed CNN model in the medical field was 
expanded.

(III)	 Third, we tested the generalizability of the CNN 
model using adult and pediatric temporal bone 
CT data, thereby demonstrating the excellent 
segmentation performance of the CNN model 
in conventional temporal bone CT. These 
experiments showed that our method is suitable for 
clinical application. 
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The following article is presented in accordance with 
the TRIPOD reporting checklist (available at https://qims.
amegroups.com/article/view/10.21037/qims-22-658/rc).

Methods 

Dataset for deep learning 

This study developed a dataset comprising 80 temporal 
bone CT volumes of 11 sensitive organs. Of these images, 
40 were obtained from healthy adults and 40 from healthy 
children. Each registered patient underwent only 1 CT 
scan between October 2020 and March 2021. A clinical 
expert reviewed the developed CT image-based dataset 
and removed all the cases associated with otologic diseases, 
temporal bone surgery, and structural malformations. 
This study was conducted according to the Declaration of 
Helsinki (as revised in 2013) and approved by the Peking 
University Third Hospital Medical Ethics Committee (No. 
IRB00006761-M2019335). The requirement for written 
informed consent was waived due to the retrospective 
nature of the study. 

All the temporal bone CT images were acquired using a 
128-channel multidetector (Siemens/SOMATOM Definition 
Flash CT scan, Munich, Germany) in the Peking University 
Third Hospital. All patients underwent CT scanning from 
the top edge of the petrous part of the temporal bone to the 
lower edge of the external auditory canal, with a thickness 
of 0.625 mm, pitch of 0.30 mm, pixel of 0.412 mm, matrix 
size of 512×512, field of view of 220×220 mm, voltage of  
120 kV, and current of 240 mAs. All temporal bone 
CT images were downloaded in digital imaging and 
communications in medicine (DICOM) format.

Experimental design

We selected 60 annotated temporal bone CT volumes (from 
30 adults and 30 children), which were randomly divided 
into 5 groups comprising 12 annotated CT volumes (6 
for adults and 6 for children) in each group. We selected 
4 groups as the training set, and the remaining group was 
selected as the validation set. Five-fold cross-validation was 
performed in this study (13). It should be noted that the 
adult and pediatric CT volumes were not segregated and 
were trained together during the modeling process.

We used the remaining annotated CT volumes as the adult 
testing set (n=10) and the child testing set (n=10) to assess 
the generalizability of our CNN model. First, we compared 

the segmentation accuracy of target organs using our CNN 
model and the manual annotation method in healthy adults’ 
and children’s CT images. Second, we analyzed the difference 
in the automatic segmentation performance of the CNN 
model for CT images obtained from healthy adults and that 
for CT images obtained from healthy children. It should be 
noted that annotated CT volumes of the test set were not 
used in the training and cross-validation of the CNN model. 
The experiments were conducted using a workstation with a 
Xeon Silver 4110 CPU (16 GB memory, Intel, Santa Clara, 
CA, USA) and an NVIDIA RTX 2080Ti GPU (Nvidia, 
Santa Clara, CA, USA).

Empirical evidence

The manual segmentation of all the temporal bone CT 
structures was performed by 2 trained otologic surgeons 
and an otologist with over 20 years’ experience analyzing 
and reviewing annotated images generated through medical 
imaging techniques. We used a combination method 
involving increasing thresholds and regions to extract 7 
small structures, including the facial nerve (FN), ossicle, 
inner ear (IE), cochlea, vestibule, the lateral semicircular 
canal (LSC), and the superior and posterior semicircular 
canals (SPSC). In this process, the threshold range of each 
structure was determined first, and then the erasure method 
or delineated method was used to ensure the accurate range 
of the presegmentation structures. Interesting structures 
were extracted using image analysis employing the 
software’s region increasing method. Finally, the surgeon 
manually cleaned and corrected the threshold structures. 
An expert with over 20 years of image analysis experience 
used the thresholds to review the segmented structures and 
provide suggestions. The same approach was also used to 
extract 4 large structures, including the internal auditory 
canal (IAC), internal carotid artery (ICA), jugular bulb (JB), 
and the external auditory canal (EAC). The threshold was 
set to −700 to 500 Hounsfield units (HU) for the FN, 226 
to 3,071 HU for the ossicle, −700 to 1,011 HU for the IE, 
cochlea, vestibule, LSC, SPSC, IAC, IC, and JB, and −1,024 
to 1,011 HU for the EAC. All structures used in this study 
were delineated and reconstructed using Mimics image 
processing software (version 20.0; Materialise NV, Leuven, 
Belgium).

Data augmentation technology

The new training samples were extracted through 

https://qims.amegroups.com/article/view/10.21037/qims-22-658/rc
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geometrical transformation approaches, such as random 
left-right flipping, scaling, rotating, and translating. The 
testing sets did not use data augmentation technology. In 
our study, 2,400 annotated CT volumes were generated 
through data augmentation. 

Network architecture 

We adopted a fully supervised approach to segment temporal 
bone images. The architecture of our CNN model, which 
was described in our previous study (13), is shown in Figure 1. 
The CNN models comprised convolutional layers, decoder-
encoder units, and skip connections. The CNN model had 2 
analysis (decoding) paths, 2 syntheses (encoding) paths, and 
3 skip connection paths. Both analysis and synthesis paths 
contained two 3×3×3 convolutions in each layer. The kernel 
size of the transposed convolution was 2×2×2 with a stride of 
2. The segmentation structures were located in the middle 
of the CT image data, and the surrounding edges had no 
segmentation target area. Therefore, the pixel padding value 
in the 3D convolution operation of our CNN model was set 
to 1. This ensured that the output dimensions of the network 
were similar to those of the input (64×64×80 voxels).  
In this study, we used the adaptive moment estimation 
(Adam) optimizer to optimize parameters during the 
iterative process (26). The Dice loss function was used to 
improve the performance of the CNN model during the 
training process.

The current CNN model is different from the standard 
3D U-Net (27). First, a high-resolution feature map was 

used as the input of convolution blocks in each layer of 
the network because of the relatively small structure of 
the temporal bone. Second, we innovatively introduced 
the design of a cross skip connection layer, such that the 
information between the network layers could be better 
shared and more thoroughly trained. Then, the design of 
parameter sharing was used for the convolution blocks of 
the 2 decoding paths to increase the speed of network fitting 
and reduce the number of network parameters. Therefore, 
the CNN parameters’ total amount was less than one-tenth 
of that of a standard U-Net.

Evaluation metrics

In this study, the Dice coefficient (DC) and the average 
symmetric surface distance (ASSD) were used as the metrics 
for evaluating the segmentation accuracy to reflect the 
similarity index of automatic segmentation and manual 
segmentation (28-31). They are defined as follows:
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where R and R0 represent the voxels annotated by clinicians 
and the CNN model, respectively. r and r0 represent any 
surface points of R and R0, respectively. d (r, r0) represents 
the Euclidian distance between points r and r0. NR and NR0 
represent the number of surface voxels represented using R 

Figure 1 CNN model architecture. CNN, convolutional neural network; ReLU, rectified linear unit.
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and R0, respectively. For DC values, the higher the better 
(maximum value of 1), whereas the reverse is true for ASSD 
values (minimum value of 0). A DC value of more than  
0.7 indicates good agreement between automatic and 
manual segmentation (11,32).

Statistical analyses were carried out using SPSS 24.0 
software (IBM Corp, Armonk, NY, USA). To evaluate the 
generalizability of the CNN model, the test set results of 
adults and children were compared. Two independent-
sample t-tests were used, and P<0.05 was considered to 
indicate a statistically significant difference.

Results

Performance evaluation of the adult test set

Automated segmentation over the adult test data was 
performed to test the generalizability of the models 
developed from the training set (n=10). Table 1 summarizes 
the automatic segmentation metrics of the adult test set 
using the CNN model. Figure 2 shows the masks of each 
structure obtained through the surgeon annotation and 
the CNN model automatic segmentation of temporal 
CT images obtained from adults. Figure 3 shows surface 
rendering of the temporal CT images obtained from adults 
through automatic segmentation and surgeon annotations. 

The mean DC values of all structures were over 0.7. 
Among them, the mean DC value of IE was the highest, 
reaching 0.912 (0.005). Moreover, the mean DC of 
individual structures that made up the IE also exceeded 0.8. 

The mean DC values were 0.897 (0.022) for the cochlea, 
0.862 (0.022) for the vestibule, 0.843 (0.026) for LSC, 
and 0.842 (0.023) for SPSC. JB had the lowest mean DC 
value of all structures with only 0.714 (0.102). Regarding 
ASSD values, JB got the largest, wheres the ossicle attained 
the lowest, with 1.189 (0.628) mm and 0.079 (0.012) mm, 
respectively. The other structures had ASSD values between 
0.080 and 0.400 mm.

Performance evaluation of the children test set

We further tested the generalizability of the CNN model 
using the temporal bone CT images obtained from 
children. Table 2 summarizes the CNN model’s automatic 
segmentation metrics of pediatric temporal bone CT 
images. For the thin and fine organs such as FN, ossicle, 
and IE structures, the mean DC values were over 0.750, 
whereas the mean ASSD values were below 0.200 mm. 
For individual structures that make up the IE, the mean 
accuracy of DC and ASSD was 0.886 (0.041) and 0.123 
(0.046) mm, respectively, for the cochlea; 0.890 (0.016) 
and 0.153 (0.029) mm, respectively, for the vestibule; 0.838 
(0.019) and 0.120 (0.016) mm, respectively, for LSC; and 
0.849 (0.012) and 0.111 (0.013) mm, respectively, for SPSC.

For larger structures (except JB), the mean DC metrics 
exceeded 0.800, and mean ASSD values were lower than 
0.400 mm. JB achieved the worst result, whereby the 
mean DC and ASSD values were 0.658 (0.051) and 1.619 
(0.398) mm, respectively. Figure 4 shows the masks of the 
segmented pediatric CT image structures annotated by 

Table 1 Segmentation accuracy of the CNN model in the adult test set

Metrics SP FN Ossicle IE Cochlea Vestibule LSC SPSC IAC ICA GJ EAC

DC Max 0.861 0.915 0.918 0.930 0.903 0.878 0.870 0.893 0.920 0.884 0.875

Min 0.503 0.867 0.905 0.864 0.831 0.809 0.807 0.808 0.750 0.537 0.820

AVG 0.746 0.891 0.912 0.897 0.862 0.843 0.842 0.854 0.868 0.714 0.859

SD 0.116 0.016 0.005 0.022 0.022 0.026 0.023 0.025 0.057 0.102 0.017

ASSD 
(mm)

Max 0.457 0.096 0.110 0.171 0.192 0.136 0.129 0.488 0.749 2.570 0.430

Min 0.118 0.061 0.076 0.054 0.126 0.094 0.092 0.199 0.134 0.375 0.236

AVG 0.239 0.079 0.087 0.107 0.159 0.111 0.113 0.341 0.298 1.189 0.286

SD 0.106 0.012 0.009 0.039 0.021 0.016 0.011 0.089 0.201 0.628 0.055

CNN, convolutional neural network; SP, statistical parameters; FN, facial nerve; IE, inner ear; LSC, lateral semicircular canal; SPSC, 
superior and posterior semicircular canal; IAC, internal auditory canal; ICA, internal carotid artery; GJ, glomus jugulare; EAC, external 
auditory canal; DC, Dice coefficient; ASSD, average symmetric surface distance; Max, maximum; Min, minimum; AVG, average; SD, 
standard deviation. 
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Figure 2 Masks of important structures generated by the neural network and clinical experts in the adult test set. (A) Masks of the horizontal 
axis CT images. (B) Masks of the coronal axis CT images. (C) Masks of the sagittal axis CT images. Green: facial nerve; yellow: ossicle; 
magenta: inner ear (including the cochlea, vestibule, lateral semicircular canal, and superior and posterior semicircular canal); red: internal 
auditory canal; cyan: internal carotid artery; blue: jugular bulb; and orange: external auditory canal. CNN, convolutional neural network; 
CT, computed tomography.
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Figure 3 Segmentation results with surface rendering from adult examples in the test dataset. The closer the color to green, the smaller 
the surface error between automatic and manual segmentation. (A) Facial nerve. (B) Ossicle. (C) Inner ear. (D) Cochlea. (E) Vestibule. (F) 
Lateral semicircular canal. (G) Superior and posterior semicircular canal. (H) Internal auditory canal. (I) Internal carotid artery. (J) Jugular 
bulb. (K) External auditory canal. Color legend unit: mm. 

clinicians and those annotated using the CNN model. 
Figure 5 shows an example of the surface rendering of 
automatically segmented and surgeon annotated pediatric 
temporal bone CT images. 

Adult test accuracy versus pediatric test accuracy

Using DC as an evaluation metric, 2 independent sample 
t-tests showed that the value of the adult vestibule was 
significantly lower than that of children (0.862 vs. 0.890, 
respectively, P=0.004). However, there was no significant 
difference between the ASSD values of adult and pediatric 
vestibules (0.159 vs. 0.153, respectively, P=0.62). The ASSD 
value of pediatric IAC structures was significantly lower 
than that of adult IAC structures (0.341 vs. 0.239, P=0.01); 
however, there was no significant difference in the DC 
value (0.854 vs. 0.882, respectively, P=0.05). Specifically, 
the DC value of adult EAC structures was higher than that 

of pediatric EAC structures (0.859 vs. 0.831, respectively, 
P=0.005). In contrast, the ASSD value of adult EAC 
structures was lower than that of pediatric EAC structures 
(0.286 vs. 0.370, P=0.003, respectively,), and the differences 
between the DC and ASSD values were statistically 
significant. The values of the other adult and pediatric 
temporal bone CT image structures were not statistically 
different (Table 3).

Discussion

Performance of atlas-based methods and ASMs

Over the past few years, atlas-based methods and ASMs 
have been employed as effective technologies for ensuring 
the automatic segmentation of temporal bone CT images 
(5,7,33). The principle of atlas-based methods involves 
using the volume extracted as an atlas for registering other 
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Table 2 Segmentation accuracy of the CNN model in the pediatric test set

Metrics SP FN Ossicle IE Cochlea Vestibule LSC SPSC IAC ICA GJ EAC

DC Max 0.804 0.913 0.921 0.929 0.909 0.862 0.865 0.923 0.895 0.749 0.863

Min 0.671 0.875 0.907 0.821 0.858 0.800 0.821 0.817 0.847 0.567 0.796

AVG 0.763 0.898 0.915 0.886 0.890 0.838 0.849 0.882 0.860 0.658 0.831

SD 0.040 0.010 0.005 0.041 0.016 0.019 0.012 0.034 0.017 0.051 0.022

ASSD 
(mm)

Max 0.243 0.116 0.091 0.194 0.216 0.154 0.135 0.408 0.326 2.366 0.470

Min 0.119 0.068 0.068 0.075 0.116 0.100 0.095 0.160 0.158 1.244 0.279

AVG 0.174 0.080 0.080 0.123 0.153 0.120 0.111 0.239 0.249 1.619 0.370

SD 0.037 0.014 0.008 0.046 0.029 0.016 0.013 0.075 0.060 0.398 0.055

CNN, convolutional neural network; SP, statistical parameters; FN, facial nerve; IE, inner ear; LSC, lateral semicircular canal; SPSC, 
superior and posterior semicircular canal; IAC, internal auditory canal; ICA, internal carotid artery; GJ, glomus jugulare; EAC, external 
auditory canal; DC, Dice coefficient; ASSD, average symmetric surface distance; Max, maximum; Min, minimum; AVG, average; SD, 
standard deviation. 

volumes to be segmented (11,34). ASM-based methods 
employ the local texture statistical model to perform feature 
searching, followed by the use of a global statistical model 
to constrain the shape of structures (35,36). The ASM 
method fitted the active shape model to the image features 
through non-rigid registration to finish the segmentation. 
However, the ASM-based method only applies to cases 
where the target structure is similar to the active shape 
model, and the method is difficult to apply to a dataset with 
significant differences between individuals. When these 
methods are purely used to segment small and complex-
shaped structures such as FN and IE in temporal bone CT 
images, the automatic segmentation performance is not 
entirely satisfactory (11,33,37). Therefore, atlas-based and 
ASMs are often combined to achieve better segmentation 
results. For example, Noble et al. (10) created an ASM. 
They placed this ASM with the target CT volume by non-
rigidly registering an atlas image against the target volume 
and fitting the ASM to the local image features.

The FN is the most difficult structure to identify and 
segment in the temporal bone. Powell et al. (11) proposed a 
novel atlas-based method that combined an intensity model 
and region-of-interest (ROI) masks, and the DC value of 
the FN reached 0.68 (0.09) and 0.73 (0.10), respectively. 
This optimized method can extract the FN more accurately. 
A previous study split the ossicle into malleus, incus, 
and stapes for the ossicular chain (11). The DC values 
of individual ossicles were between 0.48 (0.04) and 0.83 
(0.03) (11). Therefore, we could not directly compare our 
results with those of individual bones based on atlas-based 

methods. In addition, although the ossicle was segmented 
as a whole in some studies, the evaluation metrics were 
also different (37). In the IE structures, the new method 
used by Powell et al. (11) can accurately locate the cochlea, 
semicircular canals, and vestibule with DC values of 0.7 or 
above 0.8. In this study, the DC values of IE and individual 
IE structures were all above 0.8 based on the current CNN 
model. Table 4 summarizes the DC results of automatic 
segmentation based on atlas-based and ASM methods in 
temporal bone images.

Wang et al. (40) recently proposed a new automatic 
segmentation method that combines probabilistic 
appearance and shape models. The authors developed 
Bayesian inference of parametric shape models using 
likelihood appearance probability and prior label probability 
and applied it to cochlea segmentation on the clinical CT 
datasets. The DC values of the cochlea were between 0.85 
and 0.91 using this method. Their results show that this new 
method’s performance is better than previously proposed 
unsupervised methods and comparable to supervised 
methods. Furthermore, Kjer et al. (41,42) proposed a 
statistical shape model and statistical deformation models 
for automatic segmentation of IE. These methods relied 
on rigid image registration, and the final DC metrics of the 
cochlea were over 0.95 in μCT images.

Currently, very few reports exist on the automatic 
segmentation of pediatric temporal bone CT images using 
atlas-based methods. Reda et al. (43) reported that the 
mean errors of FN segmentation were 0.23 mm using a 
novel atlas-based method combined with a statistical model 
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Figure 4 Masks of important structures generated by the neural network and clinical experts in the pediatric set. (A) Masks of the horizontal 
axis CT images. (B) Masks of the coronal axis CT images. (C) Masks of the sagittal axis CT images. Green: facial nerve; yellow: ossicle; 
magenta: inner ear (including the cochlea, vestibule, lateral semicircular canal, and superior and posterior semicircular canal); red: internal 
auditory canal; cyan: internal carotid artery; blue: jugular bulb; and orange: external auditory canal. CNN, convolutional neural network; 
CT, computed tomography.
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Figure 5 Segmentation results with surface rendering from pediatric examples in the test dataset. The closer the color to green, the smaller 
the surface error between automatic and manual segmentation. (A) Facial nerve. (B) Ossicle. (C) Inner ear. (D) Cochlea. (E) Vestibule. (F) 
Lateral semicircular canal. (G) Superior and posterior semicircular canal. (H) Internal auditory canal. (I) Internal carotid artery. (J) Jugular 
bulb. (K) External auditory canal. Color legend unit: mm. 

Table 3 P values of the adult test set versus pediatric test set

Metrics FN Ossicle IE Cochlea Vestibule LSC SPSC IAC ICA JB EAC

P (DC) 0.66 0.28 0.22 0.47 0.004 0.58 0.43 0.05 0.70 0.14 0.005

P (ASSD) 0.09 0.86 0.08 0.41 0.62 0.23 0.66 0.01 0.49 0.09 0.003

FN, facial nerve; IE, inner ear; LSC, lateral semicircular canal; SPSC, superior and posterior semicircular canal; IAC, internal auditory 
canal; ICA, internal carotid artery; JB, jugular bulb; EAC, external auditory canal; DC, Dice coefficient; ASSD, average symmetric surface 
distance. 
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algorithm. The ASSD value of FN images obtained from 
pediatric temporal CT images reached 0.174 mm in the 
approach proposed here. Although the evaluation indicators 
are not similar, our results suggest that automatically 
and manually segmented pediatric FN images are highly 
consistent. 

Performance of previously published networks 

Several neural networks based on deep learning have been 
used to segment temporal bone CT images automatically. 
Each neural  network only realized the automatic 
segmentation of partial structures in the temporal bone, 
and the accuracy of these structures varies. Neves et al. (1)  
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Table 4 Dice coefficient values of adult temporal bone structures in different methods

Methods FN Ossicle IE Cochlea Vestibule LSC SPSC IAC ICA JB EAC

Atlas-based/ASMs (11) 0.730 0.830 – 0.910 0.820 0.750 0.820 – – – –

ResNet (1) 0.690 0.870 0.910 – – – – – – – –

U-net (1) 0.730 0.860 0.910 – – – – – – – –

AH-Net (1) 0.750 0.850 0.910 – – – – – – – –

3D-DSD (3) – 0.822 – 0.836 0.822 0.700 0.751 0.811 – – –

PWD-3D (25) 0.720 0.820 0.900 – – – – 0.880 0.820 – –

AutoCasNet (38) – – 0.900 – – – – – – – –

CAPPU-Net (39) 0.740 0.835 0.848 – – – – – – – –

Our method 0.746 0.891 0.912 0.897 0.862 0.843 0.842 0.854 0.868 0.714 0.859

Some structures were not segmented in previous methods, and replaced by “–”. FN, facial nerve; IE, inner ear; LSC, lateral semicircular canal; 
SPSC, superior and posterior semicircular canal; IAC, internal auditory canal; ICA, internal carotid artery; JB, jugular bulb; EAC, external 
auditory canal; ASMs, active shape models; 3D-DSD Net, 3D deep supervised dense network; PWD-3DNet, patch-wise densely connected 
three-dimensional network; AutoCasNet, auto-cascaded net; CAPPU-Net, convolutional attention network with pyramid pooling U-Net. 

compared the performance of 3 CNN-based models 
(U-Net, ResNet, and AH-Net) to automatically segment 
the FN, ossicle, and IE in the temporal bone. The DC 
values of IE were over 0.9, those of the ossicle were all over 
0.8, and the FN values were between 0.69 and 0.75, based 
on these 3 CNN models. 

In previous studies, several neural networks for the 
automatic segmentation of temporal bone CT images 
were proposed: 3D deep supervised dense network 
(3D-DSD Net) (3), patch-wise densely connected three-
dimensional network (PWD-3DNet) (25), auto-cascaded 
net (AutoCasNet) (38), and convolutional attention network 
with pyramid pooling U-Net (CAPPU-Net) (39). 3D-DSD 
Net added some designs, including a deep supervised 
hidden layer, densely connected block, and multipooling 
features fused based on a fully convolutional network, 
which theoretically improved the segmentation accuracy 
of small organs (3). Nikan et al. (25) proposed a novel fully 
convolutional network, and they claimed that the accuracy 
of PWD-3DNet surpassed that of current semiautomated 
segmentation techniques. PWD-3DNet has 2 architectural 
structures: an augmented model and a non-augmented 
model. The augmentation layers were introduced to the 
augmented model, which enlarged the input dataset (Micro-
CT samples were the training sets) and generalized samples 
with different acquisition parameters (25). Compared with 
the nonaugmented model, the segmentation accuracy 
of the augmented model was higher for temporal bone  

structures (25). Hussain et al. (38) proposed a cascaded 2D 
U‑net architecture and used 3D-connected component 
refinement to segment IE in micro‑CT. The DC value of IE 
was 0.900 (0.007) based on this AutoCasNet. Kim et al. (39) 
proposed CAPPU-Net, which combined feature extraction 
blocks—convolutional bottleneck attention module and 
atrous spatial pyramid pooling. The DC values of FN, ossicle, 
and cochlea were 0.740 (0.214), 0.835 (0.194), and 0.848 
(0.149), respectively. Table 4 shows the accuracy of automatic 
segmentation of temporal bones with various methods. In 
this study, the CNN obtained high automatic segmentation 
accuracy, showing that our CNN model performed very well 
in segmenting temporal bone CT images. 

Generalizability of CNN model future applications

We attempted to use adult training models to segment 
pediatric temporal bone CT images automatically. However, 
their performance was not satisfactory. Therefore, the newly 
added pediatric training set can improve the recognition 
accuracy of pediatric CT images. In this study, our proposed 
network demonstrated excellent automatic segmentation 
performance during the test process, regardless of whether 
it was adult or pediatric data. Although there were 
statistical differences in the accuracy metrics of automatic 
segmentation between adult and pediatric temporal CT 
images for a few structures, all our approaches achieved 
satisfactory automatic segmentation results.
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The accurate and rapid segmentation of temporal 
bone CT images is one of the critical techniques in the 
clinical application of image-guided otologic surgery. This 
technological approach frees clinicians from labor-intensive 
operations. It enables them to focus on the most critical 
steps of surgery, thereby reducing the fatigue and the 
possibility of surgical errors. The automatic segmentation 
of CT images also provides significant support for the 
application of virtual reality technology in the field of 
otology, and it further improves the safety of temporal 
bone surgery (44). In the preoperative evaluation stage, 
the intelligent identification of sensitive structures can 
prompt the surgeon to formulate an optimal surgical 
plan by realizing the risk warning function of temporal 
bone surgery. In addition, the automated segmentation 
of important structures will further realize the intelligent 
diagnosis of ear diseases based on CT images (45). The 
3D reconstruction of the anatomical structure using 
clinical CT volumes can further establish a temporal bone 
surgery simulation system using a huge amount of data, 
strengthening the student’s understanding of anatomy, 
surgeons’ surgical rehearsals, and clinical education (46,47).

This study has several limitations. First, a small training 
dataset was used to build a neural network model. Because 
manual segmentation is extremely labor intensive, it was not 
possible to provide additional training data in a short time. 
This problem was also apparent in the test sets. Therefore, 
we are planning to expand the training and test set size 
further to improve the CNN model’s performance in the 
future. Second, all the annotated CT image structures 
were collected from a single institution. In our future 
studies, we shall include more annotated CT volumes 
from different institutions and scanners to further improve 
the generalizability of the CNN model. Third, abnormal 
anatomical structures were not included in this study. 
In a subsequent study, we shall consider the automatic 
segmentation of malformed structures in the temporal 
bone.

Conclusions

In conclusion, we trained and assessed a neural network 
that automatically segmented almost all temporal bone 
anatomy structures in this study. The proposed network can 
be used to accurately segment small structures and larger 
organs in the temporal bone. We further showed that the 
proposed network model has excellent generalizability 
for adult and pediatric CT images. The CNN model 

automated segmentation of temporal bone. This can help 
advance otologist education, intelligent imaging diagnosis, 
surgery simulation, application of augmented reality, and 
preoperative planning for image-guided otology surgery.
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