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Background: The widespread application of X-ray computed tomography (CT) imaging in medical 
screening makes radiation safety a major concern for public health. Sparse-view CT is a promising solution 
to reduce the radiation dose. However, the reconstructed CT images obtained using sparse-view CT may 
suffer severe streaking artifacts and structural information loss.
Methods: In this study, a novel attention-based dual-branch network (ADB-Net) is proposed to solve the 
ill-posed problem of sparse-view CT image reconstruction. In this network, downsampled sinogram input is 
processed through 2 parallel branches (CT branch and signogram branch) of the ADB-Net to independently 
extract the distinct, high-level feature maps. These feature maps are fused in a specified attention module 
from 3 perspectives (channel, plane, and spatial) to allow complementary optimizations that can mitigate the 
streaking artifacts and the structure loss in sparse-view CT imaging.
Results: Numerical simulations, an anthropomorphic thorax phantom, and in vivo preclinical experiments 
were conducted to verify the sparse-view CT imaging performance of the ADB-Net. The proposed network 
achieved a root-mean-square error (RMSE) of 20.6160, a structural similarity (SSIM) of 0.9257, and a peak 
signal-to-noise ratio (PSNR) of 38.8246 on numerical data. The visualization results demonstrate that 
this newly developed network can consistently remove the streaking artifacts while maintaining the fine 
structures.
Conclusions: The proposed attention-based dual-branch deep network, ADB-Net, provides a promising 
alternative to reconstruct high-quality sparse-view CT images for low-dose CT imaging.
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Introduction

Over the past half century, computed tomography (CT) 
has become irreplaceable in modern medical imaging 
applications. However, concerns about the risks of radiation 
exposure have attracted considerable attention. According to 
the International Commission on Radiological Protection, 
every increase of 1 mSv in radiation dose in the human body 
increases the chance of canceration by nearly 1/20,000 (1). 
There is worldwide consensus to reduce the radiation dose 
of CT scans to as low as reasonably achievable. Dedicated 
research from the academic and industrial fields continues 
to advance low-dose CT imaging solutions.

Sparse-view CT scanning is a promising approach 
to achieving low-dose CT imaging. By downsampling 
the total number of acquired projections, the radiation 
dose received by patients could be dramatically reduced. 
In the low–milliampere-seconds scanning method, the 
tube output is reduced, and the noise of the CT images 
is substantially elevated (2-4). However, sparse-view CT 
images reconstructed from the conventional filtered back-
projection (FBP) algorithm experience strong streaking 
artifacts and a loss of anatomical structure due to angular 
undersampling. Therefore, low-dose CT applications can 
be advanced by improving image quality in sparse-view CT 
imaging.

Over the past two decades, model-based iterative 
sparse-view CT image reconstruction methods have been 
investigated by reformulating the reconstruction task as a 
compression-aware optimization problem. In this approach, 
certain prior information and mathematical optimization 
models are assumed to jointly remove the streaks. However, 
because of the requirements of accurate forward model 
and parameter selections, the iterative CT reconstruction 
algorithms may have limitations in generating high-quality 
CT images (5-7). They may also have the drawback of a 
long running time in certain applications.

R e c e n t l y,  t h e  d e v e l o p m e n t  o f  d e e p  l e a r n i n g 
techniques has opened many opportunities in medical 
image reconstruction fields and demonstrated excellent 
performance in CT reconstruction. For example, Jin  
e t  a l .  (8 )  appl ied  the  U-Net ,  and Han e t  a l .  (9 ) 
proposed the dual-frame U-Net via deep convolutional 
framelets (Frame U-Net) to perform sparse-view CT 
image reconstruction. Zhang et al. (10) proposed the  
DenseNet (11) and deconvolution-based network (DDNet) 
to join the advantages of the DenseNet and deconvolution 
operation to achieve promising results in CT reconstruction 

at a fast training speed. Kang et al. (12,13) combined the 
wavelet transform, residual block (14), and convolutional 
neural network (CNN) to remove the streaks. Li et al. (15) 
proposed the self-attention CNN (SACNN) to complete 
the self-supervised denoising process on low-dose CT 
images using the attention module. 

Similarly, sinogram-based networks can also be used. For 
example, the sparse-view sinogram has been interpolated 
into a full-view sinogram via the U-Net in a deep neural 
network-enabled sinogram synthesis method (SS-Net) (16). 
Li et al. (17) proposed the iCT-net to convert a sparse-view 
sinogram directly into a high-quality CT image. Fu et al. (18)  
decomposed the sparse-view inverse problem into a set 
of simple transformations and used a layered network to 
perform CT reconstructions. 

High-quality CT images can also be reconstructed using 
the information in both domains. For example, Lin et al. (19)  
applied the CT image and sinogram domain CNN to 
remove metal artifacts. Both Wang et al. (20) and Sun  
et al. (21) used an attention mechanism and the concept 
of dual domain to reconstruct the sparse-view CT images. 
One drawback of these approaches is the serial use of 
the 2 domains. The serial structure enables the 2-feature 
extractions to be computed sequentially, which may lead to 
incomplete feature extractions and inadequate compensation 
of the information lost in sparse-view CT imaging.

In this work, an innovative dual-branch end-to-end deep 
network based on the attention mechanism, attention-based 
dual-branch network (ADB-Net), is proposed to reconstruct 
high-quality sparse-view CT images directly from the 
downsampled sinogram (22-24). In ADB-Net, a unique 
network structure with 2 parallel feature extraction branches is 
designed. For the CT branch, the U-Net is used to extract the 
features of the CT images reconstructed from the conventional 
FBP algorithm. For the sinogram branch, convolutional layers 
and atrous spatial pyramid pooling (ASPP) are used to extract 
the global high-level features of the sinogram (25). Afterward, 
the attention mechanism is used to fuse the above independent 
feature maps to complement further feature extractions 
between the 2 network branches. Eventually, high-quality CT 
images with greatly mitigated streaking artifacts and structure 
loss are generated.

Methods

Problem formulation

In this sparse-view CT image reconstruction approach, 
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the network input is the sinogram * *proj proj projW H CS ∈ , and 
the output is the high-quality CT image * *img img imgW H CQ∈ , 
with mitigated streaking artifacts. The ( )g ⋅  represents the 
process of the network:

( ) ( ) ( )( )( ), ,decoder fusion F SQ g F S OP OP OP F OP S= = 	 [1]

where OPF denotes the feature extraction operator for 
the CT image * *img img imgW H CF ∈  in the upper branch, OPS 
denotes the feature extraction operator for the sinogram 
S in the lower branch, OPfusion denotes the feature fusion 
operator implemented via the attention mechanism, and 
OPdecoder denotes the feature decoding operator. The overall 
structure of ( )g ⋅  is shown in Figure 1. The final network 
output is a residual image, which is added back to the FBP-
reconstructed CT image to reduce the sparse-view streaking 
artifacts. The attention-based feature fusion module (i.e., 
OPfusion) is illustrated in Figure 2.

CT branch

This component corresponds to the OPF operator in Eq. [1].  
In this branch, multiple high-level features of different 
scales can extracted, which makes the U-Net an attractive 

candidate to use for this takes (26). Feature maps with certain 

sizes (represented by ( ) ( ) ( ){ }1 1 1 2 2 2 3 3 3, , , , , , , ,w h c w h c w h c )  
of the FBP-reconstructed CT images are obtained from 
each downsampling stage. These features are used for the 
subsequent feature fusions.

Sinogram branch

This component corresponds to the OPS operator in Eq. [1]. 
A fully connected layer is employed to simulate the domain 
transformation to convert the projection domain onto the 
image domain (27). To work with large receptive fields, 
dilated convolutions with different dilation rates (d =1, d 
=6, d =12, and d =18) are applied. The receptive field of a 
dilated convolution with a kernel size kd and dilation rate 
d is equivalent to a convolution with a kernel size of kc, as 
follows:

( ) ( )1 * 1c d dk k k d= + − − 	 [2]

In addition, the average pooling is also used in parallel 
to maintain the location structure information of the 
original input. Next, these 5 features (4 feature maps 
obtained from convolutions and 1 feature map from 

Figure 1 The architecture of the ADB-Net. The green box depicts the structure of the CT branch that accepts the FBP output, and the 
yellow box depicts the structure of the sino branch that accepts the sinogram input. Note that only the CT branch module and the sinogram 
branch module are depicted. The multiscale features that are extracted from the 2 branches are fed into the attention fusion module 
(represented as red circles). ADB-Net, attention-based dual-branch network; FBP, filtered back-projection; CT, computed tomography.
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average pooling) are cascaded along the depth dimension. 
The final multiscale sinogram feature with sizes of 

( ) ( ) ( )1 1 1 2 2 2 3 3 3, , , , , , , ,w h c w h c and w h c  a r e  s e q u e n t i a l l y 
extracted through convolution, pooling, and shortcut 
connection.

Attention-based feature fusion module

Since 2 types of multiscale feature maps are obtained from 2 
feature extractors, the attention-based feature fusion module 
is used to fuse those features. After this, certain regional 
information favorable for reconstruction is strengthened, 
and some irrelevant regional information is weakened.

This component corresponds to the OPfusion operator 
in Eq. [1] and is denoted as ATT in Figure 1. Specifically, 
a convolutional layer with a kernel size of 1×1 is used to 
compress the fused features from the CT image feature and 
sinogram feature Is. The If, Is, and Ifused belong to i i iW H C× × ,  

w h e r e  ( ) ( ) ( ){ }1 1 1 2 2 2 3 3 3, , , , , , , , , , , ,i i iW H C w h c w h c w h c w h c∈ .  

Next, the plane attention module Patt, channel attention 
module Datt and spatial attention module Satt calculated by 
Ifused are aggregated to generate complete attention maps, 
which are multiplied with the feature maps extracted from 
the CT branch. More details are shown in Figure 2.

The plane attention module extracts the plane  

f e a t u r e  m a p  
* *1

1,1 1, ,1 ,, , , , i i

i i i i

W H
p H W W HM n n n n = … … … ∈    

via 2 convolutional layers.  The sigmoid function 

is  used to generate the final plane attention map 
1,1 1, ,1 ,

ˆ ˆ ˆ ˆ ˆ, , , ,
i i i ip H W W HM n n n n = … … …  .

( ) ( )7*7,1*1
ˆ, pp pfusedM Conv I M Mσ== 	 [3]

where Conv denotes the convolutional layer, and σ denotes 
the sigmoid activation function. Afterward, the ˆ

pM  is applied 
to the input FBP feature 1,1 1, ,1 ,, , , ,

i i i if H W W HI p p p p = … … …   
with icp  using planewise multiplication to obtain a 
feature map with different plane weights.

( ) 1,1 1, 1, ,1 ,1 ,1 ,,1 ,..., ,..., ,...ˆ ˆ ˆ ˆ ˆ,, ,
i i iP i iA i i ip H H W W W H Hp f WfI M n p n p n p nATT I p = =  	

[4]

The channel attention module squeezes the feature Ifused 
to obtain 1 2, , i

i

C
c CM m m m = … ∈    via a global average 

pooling of dimension *i iW H . As shown in the literature, 
we employ a fully connected layer to extract the global 
attention features (22,23). The Mc is activated by the 
sigmoid function to generate the channel attention map 

1 2
ˆ ˆ ,ˆ ˆ, i

i

C
c CM m m m = … ∈   , as follows:

( )( ) ( )ˆ,c fused c cM f MI Mc A σ= = 	 [5]

where fc denotes 2 fully connected layers with total node 
numbers of Ci/2 and Ci, A denotes the global average 
pooling, and σ denotes the sigmoid activation function. The 

ˆ
cM  is applied on the input CT feature 1 2, , ,

if CI c c c = …   
with *i iW Hc  using channelwise multiplication to obtain a 
feature map with different channel weights.

Figure 2 The structure of the attention-based feature fusion module. Three different attention mechanisms are used: plane attention, 
channel attention, and spatial attention. The symbol @ indicates the convolution kernel size. CT, computed tomography.
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( ) 1 2 21
ˆ ˆ ˆ ˆ, , ,...,

CA i iCf C f CcMI A m m mTT I c c c = =   	 [6]

The spatial attention module is used to further enhance 
the level of attention. The 3-dimensional spatial feature 

maps * *
1,1,1 , ,, i i i

i i i

W H C
s W H CM z z = … ∈    are obtained from 

3 convolutional layers with a kernel size of 7, 5, and 3. 
The convolution layer only serves to extract features 
and does not change the dimensionality. Afterward, 
the sigmoid activation function is used to generate the 

, ,
1,1,1 , ,

ˆ ˆ ˆ, i i i

i i i

W H C
s W H CM z z = … ∈    map:

( ) ( )7*7,5*5,3*3
ˆ,s fus d s seM Conv M MI σ= = 	 [7]

T h e  ˆ
sM  i s  a p p l i e d  t o  t h e  i n p u t  C T  f e a t u r e 

1,1,1 , ,, ,
i i if W H CI s s = …   w i t h  1s  u s i n g  s p a t i a l w i s e 

multiplication to obtain a feature map with different spatial 
weights.

( ) 1,1,1 1,1,1 , , , ,ˆˆ, , ,SSA i i i i i if S f W H C W H CI ATT I M s z s m = =   	 [8]

Finally, these unique attention features obtained from 
the above 3 different attention modules are superimposed 
along the depth dimension, and convolution is used to 
fuse the complex information. As depicted in Figure 3, 
the 3 attention maps have unique weight distributions, 
demonstrating that the attention module plays a critical role 
in capturing certain features.
Network training

Network loss function
The network loss is a weighted summation of the root-
mean-square error (RMSE), structural similarity (SSIM), 
and peak signal-to-noise ratio (PSNR), as seen in Eq. [9]:

32
1loss rmse

ssim psnr

L L
L L

λλλ= + + 	 [9]

where λ1, λ2, and λ3 present the corresponding weights, 
whose values are empirically determined to balance the 
3 loss terms in Eq. [9]. RMSE is used to control the 
global difference, SSIM is used to control the structural 
information, and PSNR is used to control the degree of 
noise. The dynamic range used in the PSNR estimation 
corresponds to the difference between the maximum and 
the minimum pixel values of the entire image (32-bit float 
format).

Network training details
For network training, the Adam optimizer was used, and 
the learning rate was initialized by 1×10−4 with a decay rate 
of 0.95 after every epoch. The network was trained by 150 
epochs on a single Nvidia RTX A4000 GPU card (NVIDIA 
Corp., Santa Clara, CA, USA). The entire network training 
took approximately 16 hours.

Dataset

Numerical data
This study was conducted in accordance with the Declaration 
of Helsinki (as revised in 2013). The data were prepared 
from low-dose CT images that were published by the 

Figure 3 An example of the attention maps (∈ 256*256*128) obtained from the proposed ADB-Net network: (A) the channel attention map, (B) 
the plane attention map, and (C) the spatial attention map. 
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American Association of Physicists in Medicine (AAPM) low-
dose CT challenge (28). The forward projections and CT 
image reconstructions were performed in Python (Python 
Software Foundation, Wilmington, DE, USA) with self-
developed operators. Specifically, the distance from the 
X-ray source to the rotation center was 1,000 mm, and the 
distance to the detector was 1,200 mm. There were 1,024 
detector elements with an element size of 0.6 mm × 0.6 mm.  
The pixel size CT image was 0.625 mm × 0.625 mm. In total, 
5,410 training dataset and 526 testing dataset were generated. 
By default, 128 sparse-view projections were simulated.

Experimental data
This study was approved by the Institutional Animal Care 
and Use Committee (IACUC) of the Shenzhen Institute of 
Advanced Technology at the Chinese Academy of Sciences 
and was conducted in compliance with the protocol (SIAT-
IACUC-201228-YGS-LXJ-A1498; January 5, 2021) for the 
care and use of animals. Experimental data were acquired 
from an in-house CT imaging bench. The system was 
equipped with a rotating-anode X-ray tube (G-242; Varex 
Imaging Corp., Salt Lake City, UT, USA) and a flat panel 
detector (4343CB; Varex Imaging Corp.). The effective 
detector pixel size was 417 μm × 417 μm. The distance from 
the X-ray focal spot to the rotation center was 1,156.3 mm, 
and the distance to the detector plane was 1,560.6 mm. 
The full-view CT scan had 900 projections with an angular 
interval of 0.4 degrees. The sparse-view CT scans had  
128 projections. An anthropomorphic thorax phantom 
(Model RS-111 T, Radiology Support Devices, Long Beach, 
CA, USA) and an in vivo anesthetized monkey were scanned.

Data augmentation
A mixup was used to augment the training data, which has 
been shown to improve the robustness and generalization 

of the model (29-31). To do so, 2 individual images were 
mixed randomly over the network training with a certain 
weight:

( )1 2* 1 *mixedF F Fλ λ= + − 	 [10]

( )1 2* 1 *mixedS S Sλ λ= + − 	 [11]

( )1 2* 1 *mixedG G Gλ λ= + − 	 [12]

where λ denotes the weight coefficient sampled from the 
beta distribution; and F, S, and G denote the CT image, 
sinogram, and label, respectively. All training data had a 
50% chance of being mixed up with the other training data. 
One example of image mixup is shown in Figure 4. It should 
be noted that the data mixup was not implemented on the 
test data. The mixup operation enriched the patterns of 
the streak artifacts and benefitted the network by removing 
them more efficiently.

Results

Ablation experiments

Ablation experiments were performed to evaluate the 
effectiveness of the key components of ADB-Net. The 
quantitative results are shown in Table 1. The baseline is the 
proposed ADB-Net without any modification. In this case, 
RMSE is 20.6160, SSIM is 0.9257, and PSNR is 38.8246.

Dual branch
As shown in Figures 1,2 different network branches 
were designed to extract the CT image features and the 
sinogram features from the sinogram input at the same 
time. These 2 different domain features were fused to 

Figure 4 Visualization of a mixup. (A) A mixed sinogram with 128-view of projections. (B) A mixed CT image reconstructed from image A. (C) 
Ground truth of the mixed CT image in B. CT, computed tomography.

A B C
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calculate the attention map at the attention fused module. 
To demonstrate the necessity of the 2 domain inputs of the 
attention module, the sinogram feature were replaced by 
the CT image features. Specifically, the features of CT were 
copied, and the 2 identical CT features were put into the 
attention-based feature fusion module. According to the 
results in Table 1, it is easy to see that the CT image features 
and the sinogram features were all needed to improve the 
network performance.

Fully connected layer 
The fully connected layer in the sinogram feature 
extraction module was removed to verify its importance. 
All the other structures were unchanged. As shown in 
Table 1, the performance would degrade without the fully 
connected layer. One possible explanation for this was 
that the sinogram and FBP belonged to different image 
domains resulting in different representations of the same 
information, so directly fused features might introduce 
some small errors. The global operation, for example, a 
fully connected layer, can help to eliminate the difference 
between projection domain feature space and image domain 
feature space.

Dilated convolution 
In this part, the dilated convolution and the pooling 
operation (ASPP module) in the ADB-Net were removed. 

As shown in Table 1, the ADB-Net without the dilated 
convolution showed worse performance than original 
complete ADB-Net. One possible reason for this was that 
the streaking artifacts were nonlocal and needed to be 
mitigated via global operations. Dilated convolution has a 
larger receptive field than traditional convolution and can 
better handle such problems.

Attention fusion 
The attention fusion module played the role of enhancing 
the extractions of streaking artifact feature information. 
As clearly shown by the results listed in the fourth and 
sixth rows of Table 1, the use of the attention mechanism 
can boost the performance of ADB-Net in helping the 
intermediate layers be more focused on extracting the 
artifact-related features.

Components of the attention module 
The indispensability of each component (plane attention, 
spatial attention, and channel attention) of the attention 
module was verified. As shown in the fifth to the seventh 
row in Table 1, any structure removal caused a loss of 
precision.

Mixup 
Compared to the conventional data augmentation 
approaches, such as image scaling and image rotation, 

Table 1 Quantitative comparison results of the ablation experiments

Network ablated modules 
Performance

RMSE SSIM PSNR

ADB-Net (ablation)

Dual-branch 21.9263±0.1766 0.9200±0.0022 38.2921±0.1904

Fully connected layer 20.9046±0.1815 0.9244±0.0022 38.7024±0.1934

Dilated convolution 21.0535±0.1728 0.9242±0.0021 38.6362±0.1920

Attention fusion 21.4903±0.1757 0.9231±0.0022 38.4575±0.1915

Channel attention 20.8785±0.1825 0.9247±0.0023 38.7130±0.1942

Spatial attention 20.9421±0.1818 0.9242±0.0022 38.6856±0.1955

Plane attention 21.3234±0.1775 0.9231±0.0022 38.5282±0.1939

Mixup 21.3506±0.1755 0.9227±0.0022 38.5144±0.1913

ADB-Net 20.6160±0.1822 0.9257±0.0021 38.8246±0.1943

The values of RMSE, PSNR, and SSIM are estimated from the 526 test samples. The values are presented as mean ± standard deviation. 
ADB-Net, attention-based dual-branch network; RMSE, root-mean-square error; SSIM, structural similarity; PSNR, peak signal-to-noise 
ratio.
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the image mixup can improve the model’s capability 
in capturing the artifacts distributions and enhance its 
robustness to different object structures. As shown in Table 1,  
the training data mixup resulted in an improvement of 
0.7346, 0.003 and 0.3102 in RMSE, SSIM, and PSNR, 
respectively.

Comparison experiments

The total variation (TV) (5), FBP convolutional network 
(FBPConvNet) (8), residual encoder-decoder CNN 
(Red-CNN) (32), DDNet (10), Frame U-Net (9), SS-
Net (16) were used as the comparison methods to the 
ADB-Net. Essentially, these algorithms can be divided 
into 3 categories: the TV method belongs to the iterative 

algorithm; the FBPConvNet, Red-CNN, DDNet, and 
Frame U-Net methods represent the image domain-only 
postprocessing strategy; and the SS-Net method represents 
the sinogram domain-only postprocessing strategy.

Numerical results
The numerical performance of ADB-Net was validated on 
the AAPM low-dose CT data. The results are presented in 
Figure 5. The TV algorithm removed most of the streaking 
artifacts but blurred the fine structures. The methods based 
on either the CT image or the sinogram had difficulty 
removing substantial streaks while preserving the fine 
details of the image. However, the streaking artifacts could 
be mitigated by the proposed ADB-Net without sacrificing 
the image’s sharpness. In addition, line profiles of the high-

Figure 5 Results of simulated CT images for different reconstruction methods: (a) FBP, (b) ground truth, (c) TV, (d) Red-CNN, (e) 
FBPConvNet, (f) Frame U-Net, (g) DDNet, (h) SS-Net, and (i) ADB-Net. The display window is [−173.36, 214.18] HU. The scale bar 
denotes 30 mm. The red line in Case #2 (a) highlights the high-contrast pixels for profile measurements in Figure 6. FBP, filtered back-
projection; TV, total variation; FBPConvNet, FBP convolutional network; Red-CNN, residual encoder-decoder convolutional neural 
network; DDNet, DenseNet and deconvolution-based network; Frame U-Net, dual-frame U-Net via deep convolutional framelets; SS-Net, 
deep neural network-enabled sinogram synthesis method; ADB-Net, attention-based dual-branch network; HU, Hounsfield unit. 
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contrast bone (highlighted in the red line in Figure 5 image 
(a) of case #2) were also compared (Figure 6). The ADB-Net 
method generated the most consistent profile compared to 
the ground truth, indicating that it had the best capability 
of maintaining the signal precision and image sharpness 
of all the methods. The quantitative analysis results are 
listed in Table 2. Again, the ADB-Net achieved the smallest 
RMSE value and the highest SSIM and PSNR values. The 
use of a fully connected layer led to a considerable increase 
in the numbers of parameters. As a consequence, the ADB-
Net had a parameter size of 275.88 M. In contrast, the 
FBPConvNet had a parameter size of 22.08 M, Red-CNN 
had a parameter size of 18.49 M, DDNet had a parameter 
size of 25.09 M, Frame U-Net had a parameter size of 25.09 
M, and SS-Net had a parameter size of 34.51 M.

Experimental results
Two sets of experimental sparse-view CT imaging data, 
one each from an anthropomorphic thorax phantom and 
an anesthetized monkey, were verified (Figures 7,8). With 
regard to the selected region of interest in Figure 7, the 
proposed ADB-Net outperformed the other methods 

in removing the streaking artifacts. Although the TV 
and Frame U-Net methods could reduce more artifacts, 
the reconstructed images became quite blurry. For the 
animal experiments, again, the ADB-Net showed the best 
capability in eliminating the streaking artifacts, as shown in 
the regions highlighted by the white arrows in Figure 8.

Moreover, the image spatial resolution—that is, the 
modulation transfer function (MTF)—was compared 
quantitatively (Figure 9). MTF is an evaluation method 
of image sharpness, which is related to the contrast and 
resolution of the image (33-35). The MTF curves were 
calculated from the highlighted bone or tissue region 
as shown by the red line in Figure 7. To do so, the 
corresponding edge-spreading profiles were first measured. 
Second, the line spreading profiles were obtained after 
differentiation. Finally, the MTF curve was generated 
from the Fourier transformation. Overall, the MTF 
curves further confirmed the visual performance shown in 
Figures 7,8. For example, the MTF curve generated from 
the TV algorithm became narrower, indicating a certain 
loss of image resolution. Compared with the reference 
FBP method (for full-view reconstruction), the ADB-Net 

Figure 6 The profiles along the horizontal red line in Figure 5 [image (a) of case #2]. The black curves denote the ground truth, and the red 
curves denote the different methods: (A) FBP, (B) TV, (C) FBPConvNet, (D) Red-CNN, (E) DDNet, (F) Frame U-Net, (G) SS-Net, and (H) 
ADB-Net. FBP, filtered back-projection; TV, total variation; FBPConvNet, FBP convolutional network; Red-CNN, residual encoder-decoder 
convolutional neural network; DDNet, DenseNet and deconvolution-based network; Frame U-Net, dual-frame U-Net via deep convolutional 
framelets; SS-Net, deep neural network-enabled sinogram synthesis method; ADB-Net, attention-based dual-branch network.

A B C D

E F G H
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Table 2 Quantitative comparison results for the 128-view CT imaging

Method
Group mean Case #1 Case #2

RMSE SSIM PSNR RMSE SSIM PSNR RMSE SSIM PSNR

FBP 74.6665 0.5466 27.6217 55.4239 0.5350 27.4446 61.9825 0.4706 25.0570

TV (5) 22.5669 0.9238 38.0336 17.1821 0.8971 36.5167 15.7972 0.9064 35.5981

FBPConvNet (8) 23.0779 0.9120 37.8346 17.2667 0.8783 36.0945 14.7986 0.8996 35.6193

Red-CNN (32) 24.8279 0.9019 37.1899 17.9570 0.8672 35.5857 15.5983 0.8859 34.9057

DDNet (10) 22.8952 0.9143 37.9064 17.3675 0.8802 36.1204 14.8013 0.9027 35.6625

Frame U-Net (9) 22.7876 0.9144 37.9458 17.4995 0.8806 36.1178 15.1155 0.9014 35.6786

SS-Net (16) 37.3478 0.8497 33.6550 25.9916 0.8110 32.3871 23.1603 0.8302 31.9081

ADB-Net 20.6160 0.9257 38.8246 15.9599 0.8924 36.7648 13.1468 0.9159 36.7692

The averaged performance of the 526 testing images and the performance of the 2 selected cases in Figure 5 were evaluated. The second 
to fourth columns are the average of the total test set, while the fifth to seventh and eighth to tenth columns are the results of 2 cases in 
the test set. RMSE, root-mean-square error; SSIM, structural similarity; PSNR, peak signal-to-noise ratio. FBP, filtered back-projection; 
TV, total variation; FBPConvNet, FBP convolutional network; Red-CNN, residual encoder-decoder convolutional neural network; DDNet, 
DenseNet and deconvolution-based network; Frame U-Net, dual-frame U-Net via deep convolutional framelets; SS-Net, deep neural 
network-enabled sinogram synthesis method; ADB-Net, attention-based dual-branch network; CT, computed tomography.

Figure 7 Experimental results of the thorax phantom: (A) FBP, (B) ground truth, (C) TV, (D) Red-CNN, (E) FBPConvNet, (F) Frame U-Net, 
(G) DDNet, (H) SS-Net, and (I) ADB-Net. The display window is [−786.30, 505.59] HU. The scale bar denotes 30 mm. The yellow arrows 
highlight the preservation of structure by each method, while the white arrows highlight the ability to remove streaking artifacts. The 
red line pointed at by the red arrow indicates the region used in the MTF calculation. FBP, filtered back-projection; TV, total variation; 
FBPConvNet, FBP convolutional network; Red-CNN, residual encoder-decoder convolutional neural network; DDNet, DenseNet and 
deconvolution-based network; Frame U-Net, dual-frame U-Net via deep convolutional framelets; SS-Net, deep neural network-enabled 
sinogram synthesis method; ADB-Net, attention-based dual-branch network; MTF, modulation transfer function.

[−786.30 HU~505.59 HU]
30 mm

# CHEST

A
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F G H I

method slightly degraded the image resolution. Note that 
the MTF was measured on the high-contrast object; thus, 
the actual visual performance might vary for low-contrast 
objects.
Results of the robustness study

The robustness of the proposed ADB-Net in removing the 
streaking artifacts over different sparse-view projection data 
(i.e., 64, 256, 384, and 512) was investigated (Figure 10). 
Since the fully connected layer required a fixed input size, 
we could not directly use the model trained on 128 views 
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Figure 8 Experimental results of the monkey head: (A) FBP, (B) ground truth, (C) TV, (D) Red-CNN, (E) FBPConvNet, (F) Frame U-Net, 
(G) DDNet, (H) SS-Net, and (I) ADB-Net. The display window is [−927.15, 457.02] HU. The scale bar denotes 20 mm. The yellow arrows 
highlight the preservation of structure of each method, while the white arrows highlight the ability to remove streaking artifacts. FBP, 
filtered back-projection; TV, total variation; FBPConvNet, FBP convolutional network; Red-CNN, residual encoder-decoder convolutional 
neural network; DDNet, DenseNet and deconvolution-based network; Frame U-Net, dual-frame U-Net via deep convolutional framelets; 
SS-Net, deep-neural network-enabled sinogram synthesis method; ADB-Net, attention-based dual-branch network. 

20 mm

[−927.15 HU~457.02 HU]

# MONKEY
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Figure 9 The MTF results. (A) FBP, (B) TV, (C) FBPConvNet, (D) Red-CNN, (E) DDNet, (F) Frame U-Net, (G) SS-Net, and (H) ADB-
Net. The results of ADB-Net and FBPConvNet are approximate to the label curve, while the results of the other methods are not very 
satisfactory. Note that the MTF is measured on the high-contrast object; thus, the actual visual performance may vary for low-contrast 
objects. FBP, filtered back-projection; TV, total variation; FBPConvNet, FBP convolutional network; Red-CNN, residual encoder-
decoder convolutional neural network; DDNet, DenseNet and deconvolution-based network; Frame U-Net, dual-frame U-Net via deep 
convolutional framelets; SS-Net, deep neural network-enabled sinogram synthesis method; ADB-Net, attention-based dual-branch network; 
MTF, modulation transfer function.
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Figure 10 The results of different numbers of projections. Images in the first row are reconstructed by the FBP algorithm, and images in 
the second row are reconstructed by the ADB-Net. The residual images of the ground truth and ADB-Net are depicted in the third row. 
The display window is [−173.36, 214.18] HU for the CT images and [−50.00, 50.00] HU for the residual images. (A) 64 views, (B) 128 views,  
(C) 256 views, (D) 384 views, and (E) 512 views. ADB-Net, attention-based dual-branch network; FBP, filtered back-projection; HU, 
Hounsfield unit; CT, computed tomography. 

to test the other data with other views. As a result, extra 
convolutional layers were added to make the features of 
different views consistent before feeding the data into the 
fully connected layer. During the network training, only 
the added convolutional layer was trained, while the other 
parameters (trained by 128 views) were fixed. As observed, 
the image quality became less satisfactory when the number 
of projections was 64. However, ADB-Net was still able to 
remove most of the streaking artifacts and keep the majority 
of structural information intact under this very challenging 
condition. As the number of projections increased, the 
quality of the reconstructed CT images from ADB-Net 
gradually improved, and the residual losses were found to 
be negligible. The quantitative analysis results are listed 
in Table 3. It should be noted that certain convolutions 
and pooling layers were altered in the sinogram feature 
extraction module for those sinograms with different 
dimensions to keep consistent feature sizes.

Discussion

In this study, a novel attention-based dual-branch end-to-
end network, ADB-Net, was proposed to reconstruct high-
quality CT images directly from the sparse-view sinogram. 
This model extracts the information stored in the CT image 
and the sinogram using 2 parallel branches and fuses them 
through attention mechanisms. By doing so, complement 
information is accessed to assist the sparse-view CT 
image reconstruction. To generate the best imaging 
performance, certain techniques are used to enhance the 
feature extractions. For instance, the fully connected layer 
is applied to reduce the difference in feature space between 
the projection domain and the image domain, and the 
dilated convolutional layer is used to enlarge the receptive 
field. The superior performance of the ADB-Net network 
was evaluated via additional ablation experiments. Finally, 
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numerical simulations, phantoms, and animal experiments 
were conducted. The results demonstrated that this newly 
developed network could consistently remove the streaking 
artifacts while maintaining the fine structures.

The ADB-Net trained with numerical data was directly 
used on the experimental data without any network fine-
tuning. Due to this reason, the reconstructed experimental 
CT images might show inferior performance to the 
numerical simulations. Enhanced performance of the ADB-
Net network would be expected if further network fine-
tuning could be implemented on real experimental data.

In the future, a number of topics can be investigated. First, 
the self-attention mechanism defined in the transformer 
network could be used to carry out the global feature 
extractions, particularly for the sinogram domain subnetwork 
(36,37). By doing so, removing the streaking artifacts that 
spread over the entire CT image could become more 
effective. Second, the hint learning approach could be tested 
and incorporated to replace the fully connected layer in the 
sinogram domain subnetwork with the purpose of greatly 
shrinking the total size of the network parameters while 
minimally degrading the entire network performance (38).  
Third, the capability of performing high-quality CT image 
reconstruction from a truncated sinogram (super-short scan) 
could be investigated with a modified ADB-Net (39).

Conclusions

We propose an attention-based dual-branch end-to-end 
deep network, ADB-Net, to reconstruct high-quality 
sparse-view CT images. The performance of ADB-Net was 

validated on numerical simulations, an anthropomorphic 
thorax phantom, and in vivo preclinical experiments. Results 
demonstrate that this newly developed network can remove 
the streaking artifacts robustly while maintaining the fine 
structural details in sparse-view low-dose CT imaging.
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Table 3 Quantitative comparison results for different views [64, 128, 
256, 384, 512] 

Views
FBP/ADB-Net

RMSE SSIM PSNR

64 135.0468/32.7989 0.3375/0.8641 22.4709/34.7748

128 74.6665/20.6160 0.5466/0.9257 27.6217/38.8246

256 38.4785/15.0697 0.7838/0.9578 33.3739/41.5471

384 22.7170/11.4356 0.8973/0.9748 37.9521/43.9424

512 17.7779/9.1669 0.9389/0.9832 40.0803/45.8646

The values on the left represent the quantitative results of FBP, 
and the values on the right represent the results of the ADB-Net 
prediction. FBP, filtered back-projection; ADB-Net, attention-based 
dual-branch network; RMSE, root-mean-square error; SSIM, 
structural similarity; PSNR, peak signal-to-noise ratio. 
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