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TRIPOD Checklist: Prediction Model Development and Validation 

Section Item Checklist description
Reported on Page 
Number/Line 
Number

Reported on  
Section/Paragraph

Title and abstract

Title 1 D;V Identify the study as developing and/or validating a multivariable prediction model, the target 

population, and the outcome to be predicted.

Abstract 2 D;V Provide a summary of objectives, study design, setting, participants, sample size, predictors, 

outcome, statistical analysis, results, and conclusions.

Introduction

Background and 

objectives

3a D;V Explain the medical context (including whether diagnostic or prognostic) and rationale for developing 

or validating the multivariable prediction model, including references to existing models.

3b D;V Specify the objectives, including whether the study describes the development or validation of the 

model or both.

Methods

Source of data 4a D;V Describe the study design or source of data (e.g., randomized trial, cohort, or registry data), 

separately for the development and validation data sets, ifapplicable.

4b D;V Specify the key study dates, including start of accrual; end of accrual; and, if applicable, end of follow-up.

Participants 5a D;V Specify key elements of the study setting (e.g., primary care, secondary care, general population) 

including number and location of centres.

5b D;V Describe eligibility criteria for participants.

5c D;V Give details of treatments received, if relevant.

Outcome 6a D;V Clearly define the outcome that is predicted by the prediction model, including how and when 

assessed.

6b D;V Report any actions to blind assessment of the outcome to be predicted.

Predictors 7a D;V Clearly define all predictors used in developing or validating the multivariable prediction model, 

including how and when they were measured.

7b D;V Report any actions to blind assessment of predictors for the outcome and other predictors.

Sample size 8 D;V Explain how the study size was arrived at.
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Missing data 9 D;V Describe how missing data were handled (e.g., complete-case analysis, single imputation, multiple 

imputation) with details of any imputation method.

Statistical analysis 

methods

10a D Describe how predictors were handled in the analyses.

10b D Specify type of model, all model-building procedures (including any predictor selection), and method 

for internal validation.

10c V For validation, describe how the predictions were calculated. 

10d D;V Specify all measures used to assess model performance and, if relevant, to compare multiple models.

10e V Describe any model updating (e.g., recalibration) arising from the validation, if done. 

Risk groups 11 D;V Provide details on how risk groups were created, if done.

Development vs. 

validation 

12 V For validation, identify any differences from the development data in setting, eligibility criteria, 

outcome, and predictors.  

Results

Participants 13a D;V Describe the flow of participants through the study, including the number of participants with and 

without the outcome and, if applicable, a summary of the follow-up time. A diagram may be helpful.

13b D;V Describe the characteristics of the participants (basic demographics, clinical features, available 

predictors), including the number of participants with missing data for predictors and outcome.

13c V For validation, show a comparison with the development data of the distribution of important 

variables (demographics, predictors and outcome).  

Model 

development

14a D Specify the number of participants and outcome events in each analysis.

14b D If done, report the unadjusted association between each candidate predictor and outcome.

Model 

specification

15a D Present the full prediction model to allow predictions for individuals (i.e., all regression coefficients, 

and model intercept or baseline survival at a given time point).

15b D Explain how to the use the prediction model.

Model 

performance

16 D;V Report performance measures (with CIs) for the prediction model.

Model-updating 17 V If done, report the results from any model updating (i.e., model specification, model performance). 

Discussion

Limitations 18 D;V Discuss any limitations of the study (such as nonrepresentative sample, few events per predictor, 

missing data).
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Interpretation 19a V For validation, discuss the results with reference to performance in the development data, and any 

other validation data.  

19b D;V Give an overall interpretation of the results, considering objectives, limitations, and results from similar 

studies, and other relevant evidence.

Implications 20 D;V Discuss the potential clinical use of the model and implications for future research.

Other information

Supplementary 

information

21 D;V Provide information about the availability of supplementary resources, such as study protocol, Web 

calculator, and data sets.

Funding 22 D;V Give the source of funding and the role of the funders for the present study.

* Items relevant only to the development of a prediction model are denoted by D, items relating solely to a validation of a prediction model are denoted by V, and items relating to 
both are denoted D;V. We recommend using the TRIPOD Checklist in conjunction with the TRIPOD Explanation and Elaboration document.
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	文本域10120: Page 5-7/Line 138-172.
	文本域1043: Development and validation of prognostic model for treatment response of non-small cell lung cancer patients treated with chemo-radiotherapy.
	文本域1054: For patients with advanced non-small cell lung cancer who cannot be operated, radio-chemotherapy were important treatment methods. However, the results of radio-chemotherapy were different. Based on WSI, we developed a deep learning model to predict treatment response.
	文本域1049: Objectives: To develop and validate model for predicting the treatment response to chemo-radiotherapy among patients with non-small cell lung cancer (retrospective study).

Study design: Predicting by using deep learning based on the whole slide imaging (WSI).

Setting: Three hospitals in China.

Participants:120 patients in three hospitals.

Sample size:120 patients with 154 WSI (56 patients in training set; 14 patients in internal validation set; 31 patients in external validation set1; 19 patients in external validation set2).

Eligibility criteria:

The inclusion criteria of patients were as follows: (1) Patients older than 18 years of age; (2) Patients with primary NSCLC; (3) Patients treated with CRT (The treatment dose of almost all patients was 60-66Gy and a few patients was lower than or higher than 60-66 Gy); (4) Patients who underwent CT scan before CRT and reexamination CT scan within 5 months after the end of the same CRT course; and (5) Patients with lung pathological biopsy for cancer diagnosis. The exclusion criteria were as follows: (1) Patients who underwent surgical resection of lung cancer tumors; (2) Patients with poor quality CT images; and (3) Patients with poor staining quality HE sections.

Predictors: Treatment response.

Outcome: The treatment response to chemo-radiotherapy.

Results: The accuracies of patient-level prediction in the internal validation set, external validation set 1, and external validation set 2 were 0.786, 0.742, and 0.737, respectively.

Conclusions: A deep-learning model with great robustness was constructed based on multi-center whole slide imaging to predict the treatment response of non-small cell lung cancer patients. 
	文本域1055: We developed and validated a CNN model based on WSI for predicting the treatment response in NSCLC patients.
	文本域1057: A total of 120 patients (154 WSI) in three hospitals from 2016 to 2022 were included in the study. Our research was approved by the ethics committee. There were 70 patients (96 WSI) from one affiliated hospital of the Shandong First Medical University (center 1), 31 patients (37 WSI) from the Xiangya Hospital of Central South University (center 2) and 19 patients (21 WSI) from another affiliated hospital of the Shandong First Medical University (center 3). 
	文本域10111: Three hospitals including two affiliated hospitals of the Shandong First Medical University and Xiangya Hospital of Central South University.
	文本域10117: According to the RECIST standards, the results of the patient's treatment response were judged based on the CT images before and after receiving CRT by two experienced radiologists in each center.
	文本域10121: The extraction and screening of predictors were based on WSI and deep learning. Through deep learning, predictors were extracted and screened to predict treatment response.
	文本域1073: The study dates were 2016 to 2022.
	文本域10112: All patients signed informed consent. The inclusion criteria of patients were as follows: (1) Patients older than 18 years of age; (2) Patients with primary NSCLC; (3) Patients treated with CRT (The treatment dose of almost all patients was 60-66Gy and a few patients was lower than or higher than 60-66 Gy); (4) Patients who underwent CT scan before CRT and reexamination CT scan within 5 months after the end of the same CRT course; and (5) Patients with lung pathological biopsy for cancer diagnosis. The exclusion criteria were as follows: (1) Patients who underwent surgical resection of lung cancer tumors; (2) Patients with poor quality CT images; and (3) Patients with poor staining quality HE sections.
	文本域10114: Non-surgical and undergoing radio-chemotherapy patients.
	文本域10118: The outcome to be assessed blindly by two experienced radiologists in each center.
	文本域10122: The choice of predictors was blind by using deep learning model.
	文本域10124: Reasonable multi-center data (120 patients with 154 WSI).
	文本域1074: Page 4/Line 110.
	文本域10113: Page 4-5/Line 115-123.
	文本域10115: Page 5/Line 121-123.
	文本域10119: Page 5/Line 125-127.
	文本域10123: Page 5-7/Line 138-172.
	文本域10125: Page 4/Line 110-111.
	文本域1062: Page 5-7/Line 138-172.
	文本域1063: Page 6-7/Line 146-179.
	文本域10130: Page 4-5/Line 115-123.
	文本域10132: Figure 1; Table 1
	文本域10134: Page 7-8/Line 198-204.
	文本域10136: Page 7/Line 190-191.
	文本域10142: Page 6/Line 165-171.
	文本域10146: Page 8/Line 205-208.
	文本域10150: Page 9-10/Line 249-264.
	文本域1079: No data loss.
	文本域1080: Two deep-learning models were established based on the processed whole slide imaging. The tissue classification model was used to select tumor-tiles and the second model predicted the treatment response of the patients based on the tumor-tiles. The second trained model predicted the treatment response of each tile. The voting method mean that the label of tiles with most quantity from one patient would be used as the label of the patient.
	文本域10131: Setting: Development and internal validation data were scanned with 0.50 μm/pixel (20× magnification) on a slide scanner (Zhiying, Zhiying Medicine, China) in affiliated hospital1 of the Shandong First Medical University; External validation1 data were scanned with 0.50 μm/pixel (20× magnification) on a slide scanner (Pannoramic MIDI, 3DHISTECH, Hungary) in the Xiangya hospital; External validation2 data were scanned with 0.50 μm/pixel (20× magnification) on a slide scanner (Pannoramic SCAN II, 3DHISTECH, Hungary) in affiliated hospital2 of the Shandong First Medical University.

Eligibility criteria: same criteria;

Outcome and predictors: The accuracies of patient-level prediction in the internal validation set, external validation set 1, and external validation set 2 were 0.786, 0.742, and 0.737, respectively.
	文本域10133: In total, 154 WSI of 120 patients in three centers and 421,923 tiles selected after WSI cutting were included in the study (Figure 1). As shown in Table 1, the responsive group of center 1 comprised 17 patients, 23 WSI, and 42,867 tiles, and the non-responsive group of center 1 comprised 53 patients, 73 WSI, and 132,590 tiles. The responsive group of center 2 comprised 11 patients, 11 WSI, and 43,237 tiles, and the non- responsive group of center 2 comprised 20 patients, 26 WSI, and 67,189 tiles. The responsive group of center 3 comprised 6 patients, 6 WSI, and 18,821 tiles, and the non- responsive group of center 3 comprised 13 patients, 15 WSI, and 139,893 tiles.
	文本域10135: We directly used pathological tiles to input the deep learning network, and the last layer was the full connection layer, which directly outputs the prediction results without specific extraction and selection of prediction factors. We had not collected the basic demographics and clinical features of all patients, and we will further improve this work in the future.
	文本域10137: The three centers did not involve the comparison of demographics information.

We used Resnet34 for classification. The last layer was the full connection layer of the two classifications. The selected features were not output as predictor. 
	文本域10143: The labeled tiles were input into resnet34 to perform the response evaluation task. The training hyperparameters were as follows: (1) Batch size: 64; (2) Learning rate: 0.001; (3) Optimizer: adaptive moment estimation (Adam) with betas of [0.9, 0.999] and the weight decay of 0.001; (4) Epochs: 500. The loss function used was cross entropy. The second trained model predicted the treatment response of each tile. The voting method mean that the label of tiles with most quantity from one patient would be used as the label of the patient.
	文本域10147: The accuracies of patient-level prediction in the internal validation set, external validation set 1, and external validation set 2 were 0.786, 0.742, and 0.737, respectively.
	文本域10151: This study also has some limitations. First, the included data was relatively small. Most of the treatment response results of the patients were PR or SD, and a few treatment response results were CR or PD.

Second, we established a single-mode model based on pathological images, without including the features from traditional images such as CT images and molecular-level information such as gene and protein expression.
	文本域1081: The real label of the patient was obtained by the evaluation of the radiologist. After a series of pretreatment, including image cutting and color normalization, the HE-stained images were input into the Resnet152 classification model to obtain tiles with tumor tissue and input them into the Resnet34 model. The full connection layer of the model was adjusted into two classification results as output, thus obtaining the classification results.
	文本域1082: Page 6/Line 137-179.
	文本域1083: Using accuracy to describe model performance in external validation group.
	文本域1084: Accuracy (proportion of correctly predicted tiles to all tiles), the area under the curve (AUC), precision, recall, specificity, F1-score and visual classification organization shown the model performance.

The C-index (concordance index) of the radiomic models was often between 0.60 and 0.67, which has been improved to 0.72 when combining with clinical and genomic features. Compared with the prediction model based on traditional images, our model trained by WSI and achieved better prediction performance.
	文本域10126: None.
	文本域10128: None.
	文本域10138: In total, 154 WSI of 120 patients in three centers and 421,923 tiles selected after WSI cutting were included in the study (Figure 1). As shown in Table 1, the responsive group of center 1 comprised 17 patients, 23 WSI, and 42,867 tiles, and the non-responsive group of center 1 comprised 53 patients, 73 WSI, and 132,590 tiles. The responsive group of center 2 comprised 11 patients, 11 WSI, and 43,237 tiles, and the non- responsive group of center 2 comprised 20 patients, 26 WSI, and 67,189 tiles. The responsive group of center 3 comprised 6 patients, 6 WSI, and 18,821 tiles, and the non- responsive group of center 3 comprised 13 patients, 15 WSI, and 139,893 tiles.
	文本域10140: None.
	文本域10144: Doctors can input the WSI of patients into the model to predict whether the patients are sensitive to radiotherapy and chemotherapy, and optimize the patient's treatment plan in advance.
	文本域10148: None.
	文本域1085: Table 3
	文本域1086: Table 3
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	文本域10139: Page 7/Line 183-191.
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	文本域1067: Article information:  https://dx.doi.org/10.21037/qims-22-1098
*As the checklist was provided upon initial submission, the page number/line number reported may be changed due to copyediting and may not be referable in the published version. In this case, the section/paragraph may be used as an alternative reference.
	文本域10152: Page 8-9/Line 232-238.
	文本域10154: Page 10/Line 265-268.
	文本域10158: Page 7/Line 178-179..
	文本域10153: Previous studies had established some radiomics models based on CT/MRI/PET images to predict the treatment effect. The C-index (concordance index) of the radiomic models was often between 0.60 and 0.67, which has been improved to 0.72 when combining with clinical and genomic features. Compared with the prediction model based on traditional images, our model trained by WSI and achieved better prediction performance. The accuracies of our model were 0.742 and 0.737 in external validation set 1 and set 2, respectively.
	文本域10155: The model not only accurately predicted the effect of CRT in the internal validation set (accuracy = 0.786) but also showed good prediction performance in the two external validation groups (accuracy = 0.742 in set 2 and accuracy = 0.737 in set 3). We developed and validated a DL model that had good robustness for predicting the treatment response of NSCLC patients. The model has the potential to help doctors to optimize patients' treatment plans and enhance patient's treatment outcomes.
	文本域10159: The models were trained using Pytorch 1.9.0 on an Intel(R) Xeon(R) Gold 5218 CPU @ 2.30 GHz CPU and one NVIDIA Quadro GV100 GPU (CUDA version: 11.1).
	文本域10156: The model was constructed based on WSI for predicting the treatment response of NSCLC patients. The model has the ability to assist doctors in formulating personalized CRT plans and supporting precise treatment for patients.
	文本域10160: This work was supported by China.
	文本域10157: Page 10/Line 265-268.
	文本域10161: Page 10/Line 284-287.


