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Background: Retinal imaging is widely used to diagnose many diseases, both systemic and eye-specific. 
In these cases, image registration, which is the process of aligning images taken from different viewpoints 
or moments in time, is fundamental to compare different images and to assess changes in their appearance, 
commonly caused by disease progression. Currently, the field of color fundus registration is dominated by 
classical methods, as deep learning alternatives have not shown sufficient improvement over classic methods 
to justify the added computational cost. However, deep learning registration methods are still considered 
beneficial as they can be easily adapted to different modalities and devices following a data-driven learning 
approach.
Methods: In this work, we propose a novel methodology to register color fundus images using deep 
learning for the joint detection and description of keypoints. In particular, we use an unsupervised neural 
network trained to obtain repeatable keypoints and reliable descriptors. These keypoints and descriptors 
allow to produce an accurate registration using RANdom SAmple Consensus (RANSAC). We train the 
method using the Messidor dataset and test it with the Fundus Image Registration Dataset (FIRE) dataset, 
both of which are publicly accessible. 
Results: Our work demonstrates a color fundus registration method that is robust to changes in imaging 
devices and capture conditions. Moreover, we conduct multiple experiments exploring several of the 
method’s parameters to assess their impact on the registration performance. The method obtained an overall 
Registration Score of 0.695 for the whole FIRE dataset (0.925 for category S, 0.352 for P, and 0.726 for A). 
Conclusions: Our proposal improves the results of previous deep learning methods in every category 
and surpasses the performance of classical approaches in category A which has disease progression and thus 
represents the most relevant scenario for clinical practice as registration is commonly used in patients with 
diseases for disease monitoring purposes.
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Introduction

Currently, the registration of medical images is of 
upmost importance due to the numerous applications 
it has on clinical practice (1). Image registration is the 
process in which a pair of images taken under different 
imaging viewpoints are aligned. This process facilitates 
the simultaneous analysis of several images. Therefore, 
clinicians can draw better and more informed conclusions (2).  
Particularly, medical image registration facilitates the 
comparison of images taken at different times, which is 
useful to perform longitudinal studies and monitor disease 
progression (3). Additionally, image registration is also 
useful for aligning the images with a candidate disease 
model (2), which helps to monitor the disease and treatment 
outcomes. Similarly, automated image registration is often 
essential for computer-aided diagnosis (CAD) systems 
(4,5), which cannot be based on manual registration due 
to the complexity of this task and its time requirements. 
Therefore, retinal registration methods should desirably 
be robust against disease lesions so that they can properly 
help assessing pathological progression. Moreover, image 
registration is used in other fields of medical imaging as 
it can allow for image to image translation which is the 
process of learning a mapping between an input image 
and an output image. These methods allow to transform 
color fundus images into fundus angiographies (6,7), a 
more invasive type of image. Image-to-image translation 
can be approached using paired methods, such as pix2pix 
(8,9) requiring paired and registered images, or unpaired 
methods such as cycle-GAN (10,11).

Image registration for retinal image analysis is especially 
relevant, as the eyes are the only organs in the human body 
that allow non-invasive in vivo observation of the blood 
vessels and neuronal tissue (12). Particularly, due to the 
features of retinal images, multiple types of transformation 
models are used like similarity, affine or homographic, 
depending on the image modality. However, it should be 
noted that local deformations usually do not happen in 
the eye fundus. Color fundus imaging is very common in 
current clinical practice due to its wide availability and 
cost-effectiveness. Examples of color fundus images are 
shown in Figure 1. These images are used to diagnose 
multiple diseases, such as Diabetic Retinopathy or Age-
Related Macular Degeneration (13). However, color fundus 
images also present several characteristics that complicate 
the image registration process. Due to the photographic 
nature of this imaging technique, the produced images 

are subject to several variations, including spatial shifts, 
including spatial shifts (patient movement, imperfect device 
placement...), color or illumination variations, changes in 
focus, etc. Furthermore, the presence of disease usually 
alters the appearance of the retina. Image registration is 
commonly used in patients with diseases to monitor their 
progression or remission so retinal image registration 
methods should be robust to these morphological changes. 
The usual presence of morphological changes due to disease 
progression or remission in combination with the variance 
introduced by the image capture process make color fundus 
image registration a challenging task.

Overall, image registration approaches can be classified 
according to the methodology employed to align the image 
pairs. In this sense, there are two different groups, classical 
methods and deep learning approaches. Furthermore, each 
of those two groups can be divided into intensity-based (IBR) 
and feature-based registration (FBR) (14), depending on 
the information used to register the images. While classical 
methods are still widely used, the novel deep learning 
approaches have several advantages over them. For instance, 
the end-to-end training, from raw data to the expected 
result, avoids the need for ad-hoc image pre-processing and 
feature engineering. These two tasks are labor intensive 
and limit the flexibility and adaptability of the classical 
methods. Additionally, variations in the images are common 
in retinal imaging, such as morphological changes caused 
by diseases or differences in the image characteristics due to 
different devices or capture conditions. Therefore, there is 
an increasing interest in the development of deep learning 
methods for automatic image registration.

In general, the image registration process starts by 
defining a fixed image, which is used as reference, and a 
moving image, which is transformed to match the fixed 
image accordingly. Classical IBR approaches are based on 
the optimization of a similarity metric between the intensity 
values of the fixed and the transformed moving images. 
There are several similarity metrics that can be used for this 
purpose, such as mutual information (MI) (15), normalized 
cross correlation (NCC) (16), mean squared difference 
(MSD) (17), etc. Similarly, some recent deep learning 
methods aim at computing a similarity score between 
images using Convolutional Neural Networks (CNNs) (18) 
or at speeding the computation of classical metrics using 
convolutions (19). However, in these cases, the registration 
procedure still remains an iterative process to search for the 
optimal transformation. In contrast, other deep learning 
methods aim to directly predict the transformation matrix 
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using parameter regression (20,21).
On the other hand, FBR methods are based on keypoints 

(also known as landmarks). These keypoints are distinctive 
spatial locations present in both images of a registration 
pair, hence they can be matched and used to infer the 
transformation between the images. Therefore, these 
keypoints are the data on which the registration process is 
based. In particular, the goal is to find the sufficient amount 
of keypoint correspondences in the image pair to uniquely 
characterize a transformation model. These points can be 
generic or domain specific. Generic keypoints are obtained 
using broad-domain landmark detectors, like Harris corner 
detector (22), SIFT (23,24) or SURF (25). On the contrary, 
domain specific keypoints are often relevant only to a 
particular application or domain. In this regard, their higher 
specificity of the domain-specific keypoints allows for 
faster matching and computation at the cost of flexibility. 
Commonly, to simplify the finding of correspondences 
among keypoints, especially when using generic approaches, 
keypoint descriptors are also used. These descriptors are 
transformation-invariant feature representations unique for 
each landmark.

Classical FBR methods are commonly designed with two 
separate stages for keypoint extraction: keypoint detection 
and keypoint description. Thus, they are known as detect-
then-describe approaches. These methods first find relevant 
points and then compute their descriptors in order to be 
able to match them (26). In this context, some novel deep 
learning methods can also be used to compute descriptors 
for the keypoints that are detected using classical methods. 
These hybrid approaches commonly outperform the 
fully classical methods (27,28). More recently, several 
deep learning methods capable of jointly detecting and 
describing keypoints have also been proposed, reaching 

the best state of the art results in natural image registration 
such as D2-net (29), R2D2 (30) or SuperPoint (31). These 
novel approaches combine the typical two-stage approach 
into a single step capable of detecting and describing the 
keypoints at the same time.

Contrary to the natural image setting, most classical 
medical image registration methods are usually IBR instead 
of FBR (keypoints) (32). Additionally, some recent deep 
learning medical image registration methods are focused 
on the novel paradigm of direct parameter regression 
(21,33,34). These methods are based on a deep neural 
network capable of directly predicting the transformation 
parameters or the deformation field that aligns the two 
input images which form the registration pair. Some of 
these novel deep learning-based methods have obtained 
performances superior to classical approaches in several 
domains, like brain MRI registration (21,35,36). However, 
these methods have not provided the same performance 
level in color fundus images, as they cannot improve the 
results of classical approaches or compete with feature-
based deep learning methods.

IBR methods and direct parameter regression approaches 
are less suitable for color fundus registration than FBR 
methods (37), despite their success in other medical image 
modalities, as evidenced by the state of the art results (38,39). 
This is due to the specific characteristics of fundus images, 
such as their photographic nature, which differentiates them 
from other types of medical images. In that regard, fundus 
images may present large spatial displacements within an 
image pair, sub-optimal focus in one or both images of 
the pair, variable illumination, etc. Additionally, the local 
features that may be useful for image registration, such as 
those in the arterio-venous tree or the optic disc, occupy a 
relatively small portion of the image and are scattered over 

A B C D

Figure 1 Representative examples of color fundus images. (A) An image with a light halo; (B) an image with a striped pattern; (C) an image 
with a dark spot; (D) a retina with pathological lesions, in this case hemorrhages among others.



Quantitative Imaging in Medicine and Surgery, Vol 13, No 7 July 2023 4543

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2023;13(7):4540-4562 | https://dx.doi.org/10.21037/qims-23-4

a homogeneous background. Moreover, fundus images 
commonly show disease progression or regression, which 
is more detrimental to intensity or direct regression-based 
methods as the appearance of the retina can deeply change 
due to the disease. Furthermore, direct regression methods 
often overfit their output producing deformation fields that 
are not realistic and thus are unsuitable. These factors make 
it difficult to successfully adapt the most commonly used 
deep learning methods in medical image registration, such 
as Voxelmorph (21).

The field of retinal image registration is commonly 
dominated by FBR methods. Particularly, mono-modal 
color fundus image registration, the focus of this work, is 
completely dominated by classical FBR approaches. The 
best results in the public reference color fundus image 
dataset, Fundus Image Registration Dataset (FIRE) (40), 
are obtained by methods of this kind, like REMPE (38) 
and VOTUS (39). However, some recent works also tested 
deep learning-based FBR methods, showing accurate 
performance, although not reaching the results of the 
classical approaches (41).

In multi-modal retinal image registration, FBR deep 
learning methods have surpassed the performance of 
classical approaches (42). Retinal image registration 
methods can be based on either generic (42) or domain-
specific keypoints (14,41). In this regard, using domain-
specific keypoints, such as blood vessel tree crossovers 
and bifurcations, involves the use of supervised learning 
and manually labeled data (14,41). Similarly, the work of 
Lee et al. (43) learns to classify these intersection points 
in different classes and thus it is able to match them 
among images, in multimodal retinal image registration. 
On the other hand, generic keypoint detectors generally 
do not require labeled data as they are unsupervised (42), 
an advantage in domains with a lack of labeled images. 
Moreover, hybrid methods have also been successfully used. 
For instance, Li et al. (44) use classical descriptors [histogram 
of oriented gradients (HOG)] and then optimize the result 
with a deformable intensity registration. However, the 
main drawback of these methods is their execution time 
and the fact that the deformable methods are completely 
dependent on the output of the rigid registration and can 
often produce deformation fields which do not adjust to the 
real transformation.

Other works have explored the use of deep learning to 
create direct parameter regression networks (34,45). These 
directly predict the transformation matrix or deformation 
field parameters from directly from the input images. 

However, none of these methods have demonstrated to be 
competitive against classical approaches, neither in mono-
modal color fundus imaging (34) nor in multi-modal 
registration (45).

Overall, FBR deep learning methods have proven to 
be competitive with classical approaches, surpassing them 
in multi-modal retinal imaging (42). However, in color 
fundus image registration, deep learning methods have yet 
to obtain this level of performance (41). Therefore, in this 
work, we propose to address the registration of color fundus 
images using an FBR deep learning method, which uses 
a single neural network that jointly detects and describes 
relevant keypoints in the images. For that purpose, we adapt 
the R2D2 methodology that was originally developed for 
natural image registration (30). This methodology allows us 
to train a neural network, in a single step, for both keypoint 
detection and description. Additionally, the training is 
performed without manually annotated ground truth, which 
is specifically beneficial in this domain due to the scarcity 
of labeled data. The original R2D2 methodology was 
developed for its use with natural images, which present very 
different characteristics to the retinal images in this work 
(such as the variety of textures, colors, and illumination as 
well as the size of the images and their contents). Therefore, 
we perform an exhaustive experimentation and study the 
effect of different elements in the methodology when it is 
applied to this new imaging domain. For that purpose, we 
train and test our method in separate datasets, particularly 
using the reference color fundus registration dataset  
FIRE (40) as test set. The cross-dataset validation ensures 
that our method is robust to changes in imaging devices, 
patients’ characteristics and capture conditions. This is very 
desirable due to the variety of imaging equipment across 
ophthalmic services worldwide.

Related work

Currently, in the field of natural image registration the best 
performing approaches are deep learning FBR methods. 
While there are some methods that are based on the 
classical paradigm of detect-then-describe (46), employing 
two separate steps to detect keypoints and then calculate 
their descriptors, now the prevailing trend are detect-and-
describe approaches. These methods detect and describe 
the keypoints in a single step and are able to obtain the best 
results reported in the literature. Some of the most relevant 
methods in this novel paradigm are D2-net (29), R2D2 (30) 
and SuperPoint (31). A brief summary of these methods is 
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provided below.
D2-net (29) introduced late keypoint detection, 

postponing the keypoint selection step until after the 
description stage. The output feature maps from the 
network represent the descriptors for each pixel in the 
image. The keypoints are selected performing non-local 
maximum suppression on a feature map followed by a non-
maximum suppression across each descriptor. Effectively, 
this means that the pixels detected as keypoints have distinct 
descriptors that should provide accurate matching. Thus, 
both keypoint detection and description are based on high-
level information as they are extracted from the deeper 
layers of a CNN.

R2D2 (30) proposes a similar approach to D2-net (29). 
However, this method includes dedicated reliability and 
repeatability maps. These maps are created to make the 
detected keypoints repeatable (present in the same locations 
in both images of the pair) and their descriptors reliable 
(allow to match the exact same keypoints between the two 
images). This successfully transforms the keypoint selection 
heuristic from D2-net into a learnable process that is 
performed by the network.

On the other hand, SuperPoint (31), solves the problem 
of keypoint detection in a completely different way. They 
create a pseudo-ground truth dataset of keypoint locations 
in real images. To do so, they train an initial keypoint 
detector on synthetic data composed of simple geometric 
shapes with no ambiguity in the keypoint locations. This 
initial keypoint detector is then used to create the pseudo-
ground truth dataset in which SuperPoint is actually 
trained. The network used by this approach employs 
a shared encoder for two separate decoders, one for 
keypoint detection and other for keypoint description, thus 
completing the detect-and-describe pipeline.

More recently, these well-known baseline methods were 
improved by substituting classical geometrical matching 
methods like RANSAC (RAndom SAmple Consensus) (47) 
with deep learning methods like SuperGlue (48) among 
others (49). Other novel approaches consist of using a dense 
matching among descriptors, eliminating the need for an 
explicit keypoint detector (50,51).

In contrast to natural images, the field of mono-
modal color fundus image registration is still dominated 
by classical FBR approaches, namely REMPE (38) and 
VOTUS (39). REMPE combines broad-domain keypoints 
(SIFT) with domain-specific landmarks (blood vessel 
bifurcations). Then, it employs RANSAC to find an 
approximated registration, which is later refined with 

Particle Swarm Optimization and with a more complex 
transformation model. This two-step keypoint-matching 
registration pipeline is performed several times to find the 
optimal solution. On the other hand, VOTUS (39) obtains 
a graph from the whole blood vessel tree for each image in 
the pair, matching them to obtain the transformation. This 
process uses a novel algorithm and several classical image 
feature descriptors like Gabor filters. VOTUS matches the 
detected keypoints using DeSAC (Deterministic Sample 
and Consensus). Both of these methods provide the best 
overall results in the state of the art. However, they require 
ad-hoc manual parameter adjusting, which limits their 
flexibility.

Recently, several works have tested novel deep learning 
approaches (34,41) in monomodal color fundus image 
registration. For instance, the method of Rivas-Villar  
et al. (41) proposes a CNN to detect keypoints (blood vessel 
crossovers and bifurcations). This method is trained using 
heatmaps derived from human labeling. This way, it is able 
to produce accurate and repeatable keypoint localization. 
Due to the specificity of these keypoints, they can use 
RANSAC directly without the need to compute or match 
descriptors. This gives this method a significant advantage 
in execution times, but it cannot improve the results of 
the classical approaches. On the other hand, the work of 
Zou et al. (34) uses direct parameter regression to register 
color fundus images. This approach employs a Structure-
Driven Regression Network (SDRN), capable of creating 
deformation fields at different scales. In the same way as (41), 
it cannot compete with the state of the art. Overall, these 
works (34,41) demonstrate that deep learning methods 
cannot yet compete with highly tuned classical methods in 
color fundus registration.

However, the use of deep learning provides numerous 
advantages over the classical methods and has shown to 
be successful in other areas of retinal imaging, such as 
multi-modal registration. For instance, in the multi-modal 
registration presented in the work of Wang et al. (42) used 
SuperPoint (31) over segmented vessel maps to register 
multi-modal retinal images, particularly from fundus images 
with infrared reflectance and fluorescein angiography. 
Recently, they improved their previous method (52) to 
avoid the need of labeled data. However, as it is common 
on multi-modal registration methods (53) they maintain the 
need for intermediate representations of the input data, in 
this case the blood vessel maps. It should be noted that none 
of these multi-modal registration methods report results 
on monomodal registration, despite FIRE being the only 



Quantitative Imaging in Medicine and Surgery, Vol 13, No 7 July 2023 4545

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2023;13(7):4540-4562 | https://dx.doi.org/10.21037/qims-23-4

dataset with registration ground truth for retinal images. 
Overall, the main advantage of deep learning approaches 
is to allow end-to-end learning, directly from the raw 
input data to the final solution. Moreover, they are more 
flexible while requiring no feature engineering or complex 
parameter tuning. This allows deep learning methods to 
adapt to the different imaging devices and modalities, along 
with potentially adjusting to challenging conditions, like 
those derived from the evolution of pathological lesions. 
The novel deep learning alternative that we propose for 
the registration of color fundus retinal images exploits 
these advantages while also making it possible to compete 
with the highly tuned classical methods. For that purpose, 
we adapt the R2D2 methodology, which does not require 
manually annotated data and can jointly detect and describe 
keypoints using a single deep neural network.

Methods

A complete overview of the proposed registration pipeline 
can be seen in Figure 2. In order to register two different 
color fundus images we propose using R2D2 (30) as 
reference, using a single deep neural network capable of 
jointly detecting and describing keypoints. From these 
data, we can use a standard registration pipeline with 
keypoint descriptor matching and RANSAC to infer the 
transformation. We train a neural network using synthetic 
image pairs, from a single image we create a registration 
pair by applying geometric transformations. For each input 
image, the network generates a dense descriptor block 
and a repeatability and reliability heatmap. These are used 
in the loss function so that the network learns to both 
detect and describe keypoints. Then, on inference, from 

Training

Inference

Original image Fixed image

Moving image
Random 

transformation

CNN

Repeatability heatmap (S)

Reliability heatmap (R)

Descriptors (X)

Training loss

Fixed image

Moving image

CNN

Fixed image 

keypoints & 

descriptors

Moving image 

keypoints & 

descriptors

Descriptor 
matching

Transformation 
matrix

RANSAC Paired 
keypoints

Figure 2 Overview of the methodology. CNN, convolutional neural network; RANSAC, RAndom SAmple Consensus.
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two misaligned fundus images, which may be captured in 
different time-frames or with different viewpoints, we first 
obtain a set of keypoints and their descriptors using the 
trained network. Next, the computed keypoint descriptors 
are matched to find the possible corresponding pairs of 
keypoints among the two images. Finally, applying the 
RANSAC algorithm, the obtained set of paired keypoints 
is used to estimate the transformation matrix between the 
images.

Network architecture and training

As in R2D2 (30), the joint detection and description of 
keypoints is performed using a fully convolutional neural 
network. A representation of the network can be seen in 
Figure 3. This network presents three different outputs. 
The first output (X) is a dense set of descriptors, consisting 
of one descriptor for each pixel in the original input 
image. The second output is a reliability heatmap (R) that 
intends to estimate how informative and discriminative 
the descriptor is for each point in the image. In particular, 
the reliability map is expected to highlight keypoints for 
which a successful matching is more likely. Finally, the third 
output is a repeatability heatmap (S) which acts as the base 
keypoint detector. The keypoints are the local maxima of 
this heatmap, which is trained to produce maximal points 
that can be consistently detected on both images that form 
each pair.

Regarding the network architecture, we use the modified 
L2-Net (54) proposed in R2D2. The modifications are 
intended to produce output maps of the same size as the 
input image (30). The network is trained using unlabeled 
images and simulated geometric transformations. In 

particular, for each training image, we generate a pair (I,I') 
where I denotes the original image and I' the same image 
with a set of geometrical transformations applied (e.g. 
shearing). Simultaneously, from this set of transformations, 
we define the optical flow U ,  which indicates the 
correspondence between the points of one image and 
the other. Then, both images, I and I', are independently 
processed by the network, producing the corresponding 
descriptors (X and X') as well as the reliability (R and R') 
and repeatability (S and S') heatmaps. The losses used to 
train the network are described in detail below.

Training losses
As in R2D2 (30), we train the network using two separate 
loss terms, one intended for the repeatability heatmap and 
the other for the reliability heatmap and the descriptors. 
The end goal of the repeatability loss is to incentivize 
the network to generate local maxima (i.e., peaks) in the 
repeatability heatmaps while ensuring that all the local 
maxima present in the reliability heatmap S match with the 
ones in S'. These maxima can then be used as keypoints in 
the matching process. This is achieved by maximizing the 
cosine similarity between S and S' in conjunction with a 
peakiness loss that incentivizes the creation of a single peak 
per reliability window. In that regard, the peakiness loss for 
each heatmap is computed as:

( ) [ ] [ ]( )11 max meanpeaky w
L S S w S w

∈
= − −∑ WW  [1]

where W denotes the set of all possible overlapping 
windows of size N × N, S[w] a particular window w 
extracted from S, max computes the maximum value of a 
set, and mean the average. Additionally, it must be noticed 
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Figure 3 Fully convolutional L2-net used in this work.
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that the window size controls the frequency of detected 
keypoints per image, as the peakiness loss incentivizes the 
creation of a single peak per reliability window. Therefore, 
the lower the window size the more keypoints that are 
detected and vice-versa.

This same set of windows is also used for the calculation 
of the cosine similarity loss, which is defined as:

( ) [ ] [ ]( )1, , 1 ,cosim f fU
w

L S S U cosim S w S w
∈

′ ′= − ∑
WW  [2]

where Sf[w] represents the flattened version of the N ×N 
window w extracted from the heatmap S, and [ ]′fUS w  the 
flattened version of the corresponding window obtained 
from the transformed image S' using the optical flow U, and 
cosim represents the cosine similarity.

Accordingly, the final equation for the repeatability loss, 
used to train the repeatability map generation, combines 
both Lcosim and Lpeaky as:

( ) ( ) ( ) ( )( )1, , , ,
2rep cosim peaky peakyL S S U L S S U L S L S′ ′ ′= + +  [3]

In the case of reliability loss, the end goal of the training 
phase is two-fold. First, the goal is to train the network, so 
it produces descriptors as distinctive as possible, maximizing 
the distance among descriptors of different points while 
minimizing the distance among descriptor of corresponding 
points. The second target is to train the reliability heatmap 
R so that it is capable of predicting which points are able to 
produce descriptors that can be trusted to be accurate and 
unique for that particular point in the image. This means 
determining whether each descriptor can unequivocally 
match its corresponding from the other image.

As in R2D2 (30) the descriptors are trained using 
the AP loss (30,55), which is based on a differentiable 
approximation of the Average Precision (AP). In particular, 
for any pixel (i,j) in the original image I, its descriptor Xi,j 
can be compared with the descriptors of the transformed 
image I', being these ranked by their distance to Xi,j. Then, 
taking into consideration the optical flow U, the AP could 
be computed by assessing how well the true corresponding 
descriptor , ,U i jX ′  has been ranked. In this sense, a high AP 
indicates that the descriptors from the original image match 
accurately with their corresponding ones in the transformed 
image I'. The AP loss is computed as:

( ),
,

1 = − ∑AP i j
i j

L AP p  [4]

where pi,j denotes a particular patch for which the AP is 

computed.
This AP loss is modified with additional terms in order 

to learn the reliability heatmap and avoid optimizing the 
descriptors in regions with insufficient or non-describing 
patterns, for which a reliable descriptor cannot be 
successfully learned. Therefore, the final reliability loss, 
which is used to learn both the reliability heatmap and the 
descriptors, is defined as:

( ) ( ), , , ,
,

1 1 = − − − ∑AP R i j i j i j
i j

L AP p R k R  [5]

where k ∈ [0,1] is the AP threshold above which a descriptor 
is considered reliable. In that regard, using this training loss, 
when a patch is reliable (i.e., AP > k) the loss incentivizes 
the maximization of the reliability (R). On the contrary, 
when a patch is unreliable (i.e., AP < k) the loss minimizes 
the reliability. The middle value of k = 0.5 was found to be 
adequate in (30) and thus this value is the one used in our 
work.

Finally, the full global loss is defined as:

,AP R repL L L= +  [6]

Inference

Once the network is trained, it can be used to obtain 
the keypoints and descriptors for any pair of images. 
Using these keypoints and descriptors we can infer the 
transformation needed to align both images forming the 
pair.

Firstly, for each image, a set of candidate keypoints is 
computed as the local maxima of the repeatability heatmap. 
As in (30), we follow a multi-scale approach and compute 
the keypoints at different scales. This means that the 
trained network is ran multiple times, reducing the size 
of the input image progressively. Afterwards, we create a 
list of keypoints over all the scales, using their score in the 
repeatability heatmap (Si,j) as ordering criteria. From this 
set of keypoints, the ones with low score in the reliability 
heatmap (Ri,j) are removed.

After the extraction and selection of the suitable 
keypoints, the matching pairs between images need to be 
found in order to estimate the transformation. To do so, 
we firstly match the keypoints of one image with the other 
using an algorithm that, for each descriptor, finds its closest 
counterpart in the other image in terms of the Euclidean 
distance between descriptors. It should be noted that, for a 
pair of descriptors to match, both need to have each other 
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as their closest descriptor. Thus, there cannot be descriptors 
with more than one match.

Next, the matched keypoint pairs are used as starting 
data for the estimation of the transformation model using 
the RANSAC algorithm. RANSAC is able to estimate a 
mathematical model from a set of observations by separating 
the data into inliers, which do explain the model, and 
outliers, which are noise and, thus, do not fit in the model 
and are discarded. The number of inliers needed to create a 
transformation model depends entirely on its complexity (56).  
Consequently, as we use a projective transformation with 
8 degrees of freedom (DoF), our model needs at least 4 
inlier keypoints (57). The projective transformation has 
the highest number of DoF of any rigid transformation. 
Therefore, its use can be beneficial as the extra degrees of 
freedom can help in certain images with high deformations 
while not inquiring in the additional complexity for 
optimization found in non-rigid transformations.

The proposed methodology is trained and tested with 
color fundus datasets captured with a 45º field of view 
(FOV), as described in Section “Datasets”. Thus, during 
inference, it is enough to take into account the region of 
interest (RoI) size to adjust the resolution of the test set 
images to that of the training dataset. However, our trained 
networks can be used for inference with color fundus 
images captured with any FOV, provided that the images 
are properly scaled to match the resolution of the training 
images (measured in pixels per square millimeter). This can 
be easily done by knowing the resolutions of the RoI (i.e., 
the retinal fundus) of both sets of images. These resolutions 
can be calculated from the RoI sizes and their angular FOV 
degrees (58). This allows our method to be applied directly 
to other datasets without the need for re-training or fine-
tuning.

Datasets

The registration performance is evaluated on the public 
FIRE (40) dataset, which currently is the only available 
registration dataset for fundus images. For that reason, 
this dataset is commonly used as benchmark in most of the 
state of the art works (38,39,41). FIRE contains 134 image 
pairs of different eyes obtained from 39 separate patients. 
This dataset has a registration ground truth consisting 
of control points that were manually annotated in blood 
vessel crossovers and bifurcations. These control points 
are scattered evenly on the overlapping region between 

both images in a pair. This allows to test the quality of the 
transformation obtained by registration methods.

The s ize of  the images in the FIRE dataset  i s 
2,912×2,912 pixels and it was captured with 45º of FOV. 
The dataset, which contains 134 image pairs, is divided into  
3 separate categories with 71 pairs belonging to category S, 49 
to P and 14 to A. Category S has a high degree of overlapping 
between the images of each pair and no morphological 
changes due to diseases. Similarly, category A has a high 
degree of overlapping but it also has morphological changes in 
its pairs caused by the progression of diseases. Finally, category 
P has the lowest amount of overlapping and no morphological 
changes. It should be noted that, as we use data from two 
public datasets, the study was conducted in accordance with 
the Declaration of Helsinki (as revised in 2013).

In our experiments, the FIRE dataset is used in full as 
hold-out test set. We use the public Messidor-2 dataset 
(59,60) to train the network. This dataset is composed of 
1,748 images captured with 45º of FOV from multiple 
Diabetic Retinopathy examinations. The images present 
varying sizes, particularly 1,440×960, 2,240×1,488 and 
2,304×1,536 pixels. In order to train the network with 
a consistent image size, the images are normalized to a 
common scale. Thus, the Messidor dataset is normalized 
using the bigger image size as reference, 2,304×1,536. 
In this regard, larger image sizes should have less error 
due to the lower upscaling factor when transforming the 
points to the full FIRE image size at which the evaluation 
is performed, as required by the standardized set of 
metrics used in the state of the art. In order to increase 
the consistency among FIRE and Messidor, the image 
sizes and scaling parameters for the different images must 
be controlled. As both datasets have the same FOV (45º) 
this can be done directly using the size of the RoI, without 
having to account for FOV variation. Particularly, the RoI 
for fundus images correspond to the circular eye fundus 
which is bordered by a black background (Figures 4,5). By 
resizing the images using the size of the RoI as a reference, 
the image features of both datasets will be on the same scale 
despite differences in size of the image border or aspect 
ratio between datasets. In that regard, it must be noted that 
we test the network using different input image sizes, all 
calculated in this manner, in order to check the influence of 
this factor on the registration performance, as described in 
depth in Section “Results”.

Representative images from the Messidor and FIRE 
dataset are shown in Figures 4,5, respectively.
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Figure 4 Representative images from the Messidor 2 dataset. 

Figure 5 Examples of registration pairs belonging to the FIRE dataset. (A,B) A pair of images from category S. (C,D) A pair of images from 
category P. (E,F) A pair of images from category A.

A B

C D

E F
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Experimental details

The network parameters are initialized with a zero-
centered normal distribution using the method proposed 
by He et al. (61). The network was trained from scratch 
and the optimization algorithm and hyperparameters were 
set according to the reference state of the art work (30). 
Particularly, the chosen optimization algorithm is Adam (62)  
with decay rates of β1 = 0.9 and β2 = 0.999, the default values 
proposed by its authors. The learning rate is set to 0.0001 
and the weight decay to 0.0005. The batch size is set to 
8 pairs of images except unless otherwise specified. The 
network is trained until convergence of the training loss. In 
particular, the training is stopped after 100 epochs without 
a significant change in the training loss value.

The training is performed using unlabeled individual 
images. We create synthetic image pairs applying a series of 
transformations, following the approach proposed in (30). 
Particularly, from each individual image, we obtain two 
copies, one will act as the fixed image and the other as the 
moving image in the registration process. Image tilting 
and pixel noise are applied to the moving image as in (30). 
Both the image tilting and the pixel noise are randomly 
sampled and follow a uniform distribution. Finally, color 
augmentation is also performed on the moving image 
by varying the image components in HSV color space, 
following the proposal in (63), which is specific for retinal 
images.

The network training is performed at multiple scales by 
randomly changing the scale of the input images. In this 
regard, the same scaling is applied for both the fixed and 
moving image. For this step we will set the random scaling 
to be between 1× and 1/3× of the input image size.

Finally, the training is performed using patches of size 
192×192 that are randomly cropped from the images (30). 
The cropping is adapted to the retinal domain, which is 
characterized by the circular RoI of the images. In that 
regard, we set the random cropping so that at least 70% 
of the cropped patch has to be inside of the RoI. From 
this cropped patch of the fixed image, the corresponding 
patch in the moving image is found. To account for parts 
of the moving image getting cut-off due to the spatial 
transformation, we set the additional condition that the 
final overlapping region among both patches is at least 
50% inside of their RoI. This ensures that the overlapped 
part among both patches is actually descriptive. If the 
overlap inside the RoI is near 0, there would not be enough 
coincident points, which would prevent the network from 

training. Conversely, setting a restrictive overlap setting 
(i.e., high amount of overlapping), could also prevent the 
network from producing a satisfactory result. Therefore, 
a middle point value, not too nearing either 100% or 0% 
must be chosen. We arbitrarily set the RoI overlap of 
the two patches to 50%, as our testing reported that the 
specific value of this factor did not significantly impact the 
registration performance.

Regarding the keypoint process that is described in 
Section “Inference”, the network is run several times, 
reducing the image size. In particular, starting from the 
maximum image size, Size, the image is downsampled by 
21/4 each time, until its size is smaller than 1/3 Size. The 
maximum number of keypoints extracted per image is 
set to 5,000. This number is used as it did not impact the 
performance notably in our testing so we used the one that 
was proposed by the original authors. Moreover, due to 
the difference in size between the training and test sets, the 
images from FIRE must be resized in order to match those 
of training. Therefore, depending on the resolution used for 
training, the test images are resized accordingly. It should 
be noted that, as previously mentioned, this is done using 
the RoI as reference, as is common practice in color fundus 
imaging. Furthermore, once the image is processed the 
keypoints are scaled back (if needed) to the original FIRE 
resolution in order to evaluate the registration, as detailed 
in subsection “Evaluation methodology”.

The proposed methodology and the performed 
experiments were implemented in Python 3.8.10 using 
PyTorch 1.8.2 in combination with CUDA 11.1 and 
cuDNN 8.0.5. Training, testing and development was 
performed on a machine with Ubuntu 20.04.3 LTS and 
equipped with an AMD Ryzen Threadripper 3960X 24-
Core Processor with 256 GB of RAM and two NVIDIA 
RTX A6000 with 48 GB of VRAM each.

Evaluation methodology

In this work we evaluate the performance of our method 
using the Registration Score that was proposed for the 
FIRE dataset (40). The first step to obtain the Registration 
Score is to calculate the registration error, in pixels, for 
each image pair in the dataset. This error is calculated as 
the mean of the Euclidean distances between the control 
points of the fixed and moving image. If the registration 
error of an image pair is below a certain threshold it is 
classified as a success, if it is not, it is deemed unsuccessful. 
Therefore, by altering this threshold and progressively 
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increasing it, we can obtain a curve. Then, by representing 
the error threshold in the X axis and the percentage of 
successes in the Y axis, we can compute an area under curve 
(AUC) that is used as the Registration Score. Particularly, 
the proposed AUC is computed between 0 and 25 pixels of 
error and between 0–100% of success. It should be noted 
that the error between control points used to calculate 
the Registration Score is always computed on the original 
image size of the FIRE dataset, which is 2,912×2,912, 
enabling direct comparison with state-of-the-art works. The 
size of the images in the FIRE dataset is significantly bigger 
than most available datasets (like Messidor 2) and thus some 
of our experiments require the upscaling of the detected 
keypoints back to the original FIRE resolution, after being 
detected by the network in the resolution used for training 
it. This upscaling can incur in some loss of precision which 
also means loss in performance in terms of the final score. 
Using a lower resolution than the original FIRE one means 
that the keypoint location will be less precise in location, 
due to the reduced output resolution. This could impact 
the Registration Score curves by displacing them towards 
higher error thresholds.

The Registration Score is computed for each of the 
categories separately as well as for the whole dataset in 
order to properly assess the performance of our model 
in each different case. There are several sources of 
stochasticity that may affect the results. First, despite the 
convergence in training, at each training iteration the 
network parameters are still slightly modified to better suit 
each particular batch of images. Second, the training task 
that the loss evaluates is not directly comparable to the 
final goal of registering images using RANSAC. Moreover, 
RANSAC itself produces non-deterministic behavior, even 
with high budgets. Additionally, the upscaling process for 
the detected keypoints can increase the slight differences 
produced by the factors previously described. These reasons 
motivate the use of aggregated metrics over the last epochs 
in order to produce a representative evaluation. In order to 
take into account the stochasticity of the training process 
as well as the inherent randomness produced by RANSAC, 
the results are presented as means and standard deviations 
computed from the last 50 training epochs, getting data 
each five epochs, for a total of then data samples. These 
metrics allows us to report reliable results, taking into 
account the stochasticity of the method. Furthermore, as 
we report means and standard deviations, we facilitate more 
complete comparisons with our method for future methods.

Results 

We study the effects of several parameters in the registration 
performance of the proposed methodology. In particular we 
analyze: (I) the variation in the overall input image size, (II) 
the size of the patches used as input to train the network 
and calculate the reliability loss, and (III) the size of the 
windows used to calculate the repeatability loss.

Analysis of the image size

We study the effects of the image size in the proposed 
methodology by testing three separate target sizes: small, 
medium and large. In particular, we choose image sizes that 
are similar to those commonly used in the state of the art, 
hence facilitating the comparison among methods. First, the 
smallest input image size is chosen to be similar to the one 
of a previous work (41), but adapted to the aspect ratio of 
the training dataset (Messidor dataset) as well as the chosen 
methodology. This results in an image size 1,152×768 px. 
To test a medium size, we choose the Messidor image size. 
As Messidor is composed of images with different sizes, 
we normalize the dataset to a consistent size, choosing the 
biggest one available, 2,304×1,536 px. Finally, in order to 
test a large input size, we select the image size of the FIRE 
dataset (40), which adapted to Messidor’s aspect ratio is 
4,368×2,912 px. This large image size allows to directly 
detect and describe the keypoints over the original images 
of the FIRE dataset, hence avoiding the re-scaling of the 
detected keypoints to compute the Registration Score. This 
could provide precision advantages as there is inherent 
error in the scaling process. However, the large image size 
requires re-scaling all the Messidor training images up to 
double its dimensions. Therefore, as a counterpart, this 
could lead to artifacts that may affect the training of the 
network. The conducted experiments allow us to study this 
trade-off.

In these experiments ,  the window size for  the 
computation of the repeatability loss, which controls 
the frequency of detected keypoints, is kept at a ratio 
proportional to the input size. Therefore, as we double the 
input image size we also double the window size, resulting 
in a window of 16 pixels for the small size input images, 32 
for the medium ones and 64 for the large size. This way, 
keeping the size ratio for the window and the input image, 
creates a constant amount of keypoints per image for all the 
experiments, regardless of the image size.

On the other hand, for this experiment we keep the 
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input patch at a constant size of 192×192 pixels for every 
image size. Therefore, the bigger the input image is, the 
less it will fit in this default patch. In particular, this input 
patch size represents 25% of the height of the image in the 
small image size, 12.5% in medium and 6.6% in the large 
image size. Moreover, the patch size also limits the input 
image size, as the images are scaled randomly between 
their original size and 1/3 of it. Therefore, there exists a 
lower bound for image size, which is the input patch size. 
Conversely, the input patch size is limited by the input 
image size. This means that 1/3 of the input image size 
must be bigger than the input patch so that this patch does 
not encompass an area bigger than the image itself. This 
prevents us from halving the small image size again to test 
another lower input image size.

The results for these experiments, testing the different 
input image sizes, are shown in Table 1. Overall, we can see 
that the small image size produces the best results in every 
category of the FIRE dataset, as well as in the full dataset. 
Furthermore, we can see that increasing the image size 
notably degrades the performance with each size increase.

Analysis of the input patch size

We also study the effect that the size of the input patch, 
during training, has on the registration performance. By 
default, the input patch size is set to 192×192 pixels, as 
proposed by the authors in (30). This size affects the amount 
of information seen by the network as well as the amount of 
points included in the calculation of the AP component of 
the reliability loss. Thus, increasing the size may potentially 
provide an improved training feedback, leading to better 
convergence of the descriptors and better registration 
performance. However, in the previous experiment this 
patch size stayed the same, therefore reducing the amount 
of the image that the network sees. Therefore, in this 
experiment, we propose to use proportional patch sizes, 
increasing them in combination with the images. Thus, 
taking as baseline the patch of 192 pixels in the small size, 

we propose to use patches equivalent in size to this in 
both medium and large image sizes. The baseline patch of  
192 pixels in the small image size is equivalent to 25% of 
the height of the image or 4.2% of the area of the image. 
Then, for the medium, we double the patch size following 
the doubling up in image size. Therefore, the patch of 384 
is also equivalent to 25% of the height of the image or 4.2% 
of the area of the image in medium size. Finally, we double 
the patch size once again for the large image size. However, 
as this image size is made to fit the FIRE dataset, the 
proposed patch of 768 pixels represents 26.4% of the image 
size or 4.6% of the image area. Regarding the repeatability 
window size, we use the same ones as in the previous 
experiments, proportional. Thus, in this experiment all the 
input sizes are equivalent across image sizes.

However, there are some limitations regarding the 
maximum patch size for each of the input image sizes. The 
maximum possible size for the input patch is limited by the 
random downscaling applied as data augmentation. These 
augmentations are key to the performance of the network 
as, in inference, the network is run multiple times over the 
input image, downsampling it. In particular, each input 
image can be randomly scaled between 1× and 1/3× its size. 
Therefore, the input patch cannot be bigger than 1/3 or 
33% of the height of the input image, as then it could be 
bigger than the whole image.

Additionally, in the case of the large patches the GPU 
memory could also be a limiting factor. In that regard, for 
the experiments with larger patches we had to lower the 
batch size from the default 8. However, in order to make 
the different experiments comparable to one another, we 
accumulate gradients in order to simulate the original batch 
of 8 images. This allows us to effectively train the networks 
with a batch of 8 in spite of the limited memory.

The results for these experiments are reported on Table 2. 
These results show that increasing the patch size provides 
improved results. However, despite the improvement in 
performance provided by the use of a proportional input 
patch size in the medium and large image sizes, the small 

Table 1 Results for the different training image sizes, measured in Registration Score in the FIRE image size

Image size Category A Category S Category P FIRE

Small 0.726±0.022 0.925±0.002 0.352±0.057 0.695±0.023

Medium 0.520±0.079 0.780±0.069 0.065±0.023 0.492±0.048

Large 0.267±0.046 0.374±0.153 0.009±0.013 0.229±0.090

Data are presented as mean±standard deviation of the registration score. FIRE, Fundus Image Registration Dataset. 
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image size still obtains the best results.

Analysis of the repeatability window size

Along with the changes in image size and input patch 
size, we also study how the size of the windows used 
in the computation of the repeatability loss impact the 
performance of the method. In that regard, it must be 
noticed that the window size directly affects the keypoint 
localization because it controls the frequency of the local 
maxima (peaks) in the repeatability heatmap. Lowering the 
window size results in more frequent keypoints, especially 
increasing the population of keypoints in certain areas with 
a high amount of information. Meanwhile, increasing the 
window size results in less frequent but more repeatable 
and distinctive keypoints. In that regard, the window 
size also limits the maximum amount of keypoints that 
can be selected from each image. As indicated in Section 
“Experimental details”, up to 5,000 keypoints are selected 
per image (30). However, this value is not necessarily met 
in all the experiments, as enlarging the window may not 
always allow to create that many keypoints in the first place. 
These observations motivate the experimentation on the 
effect of the window size. For these experiments, the input 
image size and the input patch size are fixed to the ones 

that produce the best results in previous experiments. In these 
experiments, the window size for the computation of the 
repeatability loss, which controls the frequency of detected 
keypoints, is kept at a ratio proportional to the input size. 
Therefore, as we double the input image size, we also double 
the window size, resulting in a window of 16 pixels for the 
small size input images, 32 for the medium ones and 64 for 
the large size. This way, keeping the size ratio for the window 
and the input image, creates a constant amount of keypoints 
per image for all the experiments, regardless of the image size.

The results for these experiments, testing different 
repeatability window sizes, are shown in Table 3. The best 
results are obtained using the smaller window that allows 
the network to converge, in this case 16 pixels. Using a 
smaller window (8 pixels) impedes the network’s training. 
Moreover, increasing the window size from 16 pixels causes 
the results to worsen in every category of FIRE.

State of the art comparison

In this section, we provide a comparison among the 
proposed methodology and the best methods in the 
state of the art. Every method is evaluated in the FIRE 
dataset using Registration Score as the metric. For the 
proposed methodology, we use the combination of image, 

Table 2 Registration performance on the FIRE dataset for different configurations of input image size and input patch size

Image size Patch % of height Category A Category S Category P FIRE

Small 192 px 25% 0.726±0.022 0.925±0.002 0.352±0.057 0.695±0.023

Medium 192 px 12.5% 0.520±0.079 0.780±0.069 0.065±0.023 0.492±0.048

384 px 25% 0.582±0.037 0.907±0.010 0.160±0.020 0.599±0.011

Large 192 px 6.6% 0.267±0.046 0.374±0.153 0.009±0.013 0.229±0.090

768 px 26.4% 0.382±0.045 0.82±0.035 0.067±0.016 0.496±0.023

The performance is measured in terms of registration score. Data are presented as mean ± standard deviation of the Registration Score. 
FIRE, Fundus Image Registration Dataset. 

Table 3 Registration performance on the FIRE dataset for different window sizes in the repeatability loss

Window size Category A Category S Category P FIRE

8 px – – – –

16 px 0.726±0.022 0.925±0.002 0.352±0.057 0.695±0.023

32 px 0.706±0.018 0.921±0.002 0.289±0.049 0.668±0.020

64 px 0.661±0.075 0.894±0.052 0.282±0.052 0.644±0.068

The performance is measured in terms of Registration Score. Data are presented as mean ± standard deviation of the Registration Score. “–” 
indicates network incapable of successful registration. FIRE, Fundus Image Registration Dataset.



Rivas-Villar et al. Joint detection and description for fundus registration4554

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2023;13(7):4540-4562 | https://dx.doi.org/10.21037/qims-23-4

Figure 6 Representative registration examples from the FIRE dataset, the top row corresponds to category S, the middle row to category P 
and the bottom row to category A. FIRE, Fundus Image Registration Dataset.

patch and window sizes that produce the best results. 
This combination corresponds to the small image size, 
a patch size of 192 pixels and a window size of 16 pixels. 
Representative registered images for each class in the FIRE 
dataset obtained with the best presented approach are 
presented in Figure 6. The comparison with the state of the 
art is shown in Table 4. Moreover, a qualitative comparison 
of registration examples is shown in Figure 7, showing 
the results of our method and other state-of-the-art 
methods (38,41). Overall, our proposal obtains satisfactory 

performance. It produces the best results in category A 
and shows similar performance to the best methods in 
category S. However, in category P, the performance is not 
comparable to the best methods.

Discussion

Analysis of the image size

The results shown in Table 1 reveal that the small image 
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Table 4 Comparison among the proposed methodology and different SOTA methods

Name
Registration score (AUC)

Transformation model
S P A FIRE

VOTUS (39) 0.934 0.672 0.681 0.812 Quadratic

REMPE (38) 0.958 0.542 0.660 0.773 Ellipsoid eye model

GFEMR (64) 0.812 0.607 0.474 0.702 Elastic

Proposed work 0.925 0.352 0.726 0.695 Projective

SIFT+WGTM (26) 0.837 0.544 0.407 0.685 Quadratic

Deep CB (41) 0.908 0.293 0.660 0.657 Similarity

GDB-ICP (23) 0.814 0.303 0.303 0.576 Quadratic

Harris-PIIFD (22) 0.900 0.090 0.443 0.553 Polynomial

ED-DB-ICP (24) 0.604 0.441 0.497 0.553 Affine

SURF+WGTM (65) 0.835 0.061 0.069 0.472 Quadratic

RIR-BS (66) 0.772 0.0049 0.124 0.440 Projective

EyeSLAM (67) 0.308 0.224 0.269 0.273 Rigid

ATS-RGM (68) 0.369 0.000 0.147 0.211 Elastic

SOTA results extracted from (38) and (41). The performance is measured in terms of Registration Score and the methods are ranked by 
their overall performance in the FIRE dataset. SOTA, start-of-the-art; AUC, area under curve; FIRE, Fundus Image Registration Dataset.

size produces the best results and that increasing the 
image size degrades the performance. In that regard, it is 
especially relevant that the large image size, which does not 
require any re-scaling of the detected keypoints, obtains the 
lowest Registration Scores by a notable margin. However, 
it must be noticed that other factors may also affect the 
performance. For instance, keeping the same input patch 
size, the image size increase means a reduction in the 
proportion of the image that is processed by the network. 
Therefore, the network has less context to determine if 
the keypoints are relevant and to accurately describe them. 
This, in turn, may cause the network to focus on low 
level features producing less distinctive keypoints and less 
informative descriptors. These results motivate the study 
of the input patch size, which in addition also has an effect 
in the amount and variety of points used in the calculation 
of the reliability loss. Increasing the size of this patch 
gives the network more context, which may increase the 
performance.

Analysis of the input patch size

Overall, the results in Table 2 show that increasing the patch 
size provides improved results. Increasing the patch size 

allows the AP loss to process a higher number of points, 
adding more meaningful points that are similar to the true 
correspondence but are in other locations of the image. The 
addition of these points helps improve the learning of the 
descriptors as they provide challenging negative examples. 
This explains the improved performance in the medium and 
large sizes when increasing the patch size. In this regard, 
it should be noted that the random augmentations applied 
during training limit the maximum input patch size, so that 
it cannot be meaningfully increased from the 25% used as 
baseline.

Despite the improvement in results in the larger image 
size provided by the use of a proportional input patch size, 
the small image size still produces the best results. This 
is due to the potential benefits discussed in the previous 
section. In that regard, although the bigger patch size 
has the potential to improve the context that is seen by 
the network, the amount of context that is used to detect 
the keypoints and create the descriptors is also limited by 
the receptive field of the network architecture. Using the 
current network, the lower image sizes are beneficial as 
more of the image can fit in the receptive field and thus 
the extracted features are of higher level. In that regard, it 
seems that current network architectures are limited with 
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regards to current image capture devices, which are able to 
produce images with 4× the size of what current state of the 
art retinal image and color fundus registration methods are 
usually able to use. For instance, the work of Wang et al. 
(42,52) operates in the same image size as our best approach 
(768 px) while the work of Zou et al. (34) operates in an 
even lower input image size (256 px). These image sizes are 
much smaller than FIRE’s original size (2,912×2,912 px) and, 
therefore, there is an inherent loss of details as the network 

cannot take advantage of the full image resolution.

Analysis of the repeatability window size

In the results for these experiments, show Table 3, the best 
performance is achieved using the smallest window size 
that allows the network to converge to a successful solution 
(16 pixels). In practice, this is the case that produces the 
most frequent keypoints. In the case of the smallest tested 

Figure 7 Registration examples from the FIRE dataset for different state-of-the-art methods. Left column is REMPE (38), the middle 
column is our method, and the left column results are from (41). The top row images correspond to category S, the middle row to category 
P and the bottom row to category A. FIRE, Fundus Image Registration Dataset.
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window (8 pixels), the network is forced to detect keypoints 
very close together, which impedes its successful training as 
the images do not have enough information to support such 
high frequency of repeatable keypoints.

Beyond 16 pixels, as we double the window size, the 
performance degrades in every category of the test dataset. 
This is especially notable in the Category P, where increasing 
the window size from the original 16 pixels to 32, causes a 
6% drop in Registration Score. Category P is particularly 
sensitive to a reduction in the amount and frequency of 
keypoints because the images in this group have a low degree 
of overlapping. This scenario requires a higher frequency of 
detected keypoints in order to have a sufficient number of 
them to successfully register the images.

In the case of category A, there is also a significant 
decrease in performance when increasing the window size, 
though in this case the larger reduction happens between 
32 and 64 pixels. Again, this can be explained due to the 
frequency of keypoints, as in category A the images are 
affected by pathological progression. Therefore, enough 
keypoints must be present over all the eye fundus such that, 
if there are new lesions in one of the images, nearby zones 
can still provide enough keypoints to successfully register 
the image pair.

Finally, in category S, due to the lack of pathologies as 
well as the high overlapping, the decrease in performance 
when increasing the window size is much less noticeable, 
decreasing around only 3% going from the best to the worst 
result.

Overall, this window size presents a trade-off between 
frequent albeit more un-repeatable keypoints and less 
frequent, more scattered, and highly repeatable keypoints. 
Generally, more frequent keypoints improve the registration 
results. Although there is a limit on how close together the 
keypoints can be detected by the network. This is evidenced 
during training as, if the network is forced to detect very 
frequent keypoints, it cannot learn to do it and thus never 
converges to a successful solution. As the window size 
increases, the chances that the network produces the exact 
same keypoints in each image of the pair also increases. 
However, due to the particularities of retinal images, the 
higher keypoint frequency proves to be more important 
than the increased repeatability provided by the bigger 
window sizes. As mentioned, this is due to the presence of 
pathological lesions and the low overlapping among images 
in some pairs. Furthermore, while the lower window sizes 
can produce keypoints in non-informative regions, this issue 
is nullified by the selection of the most salient keypoints 

(based on their score in the repeatability map) as well as the 
filtering of keypoints whose descriptor is not discriminative 
enough (based on their score in reliability heatmap).

State of the art comparison

As per the results shown in Table 4, our method obtains 
the best results in the FIRE category A and shows similar 
performance to the best methods in category S. However, 
in category P, the performance is not comparable to the 
best methods. Regarding these results, it must be noticed 
that category A is arguably the most relevant for the clinical 
practice. This category shows disease progression between 
the two images that form each pair. Therefore, in order to 
obtain reliable results in this category, the approaches must 
be robust against pathological changes in the retina. This 
characteristic is particularly relevant as image registration 
is commonly used either in CAD systems or directly by 
the clinicians in different pathological scenarios, including 
longitudinal studies. Considering this context, it is 
remarkable that our method outperforms all the previous 
alternatives in category A, which is the only category with 
disease progression or remission. In that regard, the specific 
characteristics of this category usually make the registration 
particularly challenging.

Regarding categories S and P, our method outperforms 
the previous best Deep Learning method (41). Additionally, 
in category S our proposal shows results rivaling the best 
overall methods. However, due to the lower complexity 
of the image pairs, the differences among methods are 
inherently very small. In the case of P, even if our method 
outperforms the deep learning state of the art, the results 
are still far from those obtained by classical methods like 
VOTUS (39) or REMPE (38). This is caused by the low 
overlapping between the images in category P, which 
highlights the oval or spherical shape of the retina. To 
successfully estimate the spatial transformation in this case, 
it would be necessary a custom geometrical model adapted 
to the specific shape of the retina [which can change from 
person to person (69) and also within the same person 
due to disease progression (70)] as well as the FOV of the 
capturing device. Using a projective transformation model 
has the advantage of requiring few keypoints to successfully 
register the images, which can be useful when registering 
images with severe pathological progression. However, its 
main drawback is the lack of degrees of freedom to correctly 
align very disjointed images with low amount of expected 
overlapping.
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Concerning the results for the overall dataset, our 
method improves the deep learning state of the art. 
However, when comparing it to the overall best methods, 
our approach is hampered by its performance in the P 
category. In that regard, it must be noticed that category P 
represents around 37% of the image pairs in the test set. On 
the contrary, category A, the one with disease progression 
and where our method obtains the best overall results, 
only represents around 10% of the test set. Therefore, the 
overall comparison is skewed due to the low number of 
pathological samples in the dataset.

Besides the improvements in category A, another 
relevant novelty of our proposal is that it is a single stage 
method, capable of simultaneously detecting and describing 
keypoints. In this regard, an ablation study of the two parts 
of the network output could be considered. However, this 
would only be possible by replacing either one of them with 
an additional algorithm and effectively transformed the 
method into a two-stage pipeline. Additionally, given that 
the network is jointly trained for both tasks, the keypoints 
and descriptors are optimized for each other. Therefore, 
changing either the detector or descriptor would lead to 
suboptimal performance. Similarly, removing training loss 
terms prevents the network from functioning as it prevents 
the network from doing both tasks (i.e., keypoint detection 
and description). Moreover, testing the original approach 
without our modifications is not adequate as it is affected 
by the particularities of the color fundus images, like the 
region outside of the RoI. Lastly, another experiment that 
could be considered would be to use the original R2D2 
without modifications. However, this would be inadequate 
due to the particularities of the color fundus images, like the 
black background outside the RoI.

Conclusions

Retinal image registration is very important for clinical 
practice as well as CAD systems in order to help in 
longitudinal studies and disease monitoring. In that regard, 
there is a great interest in the development of novel 
registration methods, especially if they allow to successfully 
work in scenarios of disease progression. Currently, the field 
of color fundus registration is dominated by ad-hoc classical 
methods. Deep learning methods are desirable due to their 
increased adaptability and flexibility. However, previous 
deep learning methods do not achieve competitive results in 
the state of the art.

In this work, we propose a deep learning-based FBR 

methodology for the registration of retinal images. Our 
method is based on a proven state-of-the-art approach 
created for natural images. In particular, we use a deep 
neural network to jointly detect and describe representative 
keypoints in the retinal images. First, our approach uses 
a repeatability map to ensure that the detected keypoints 
are repeatable in the images being registered. Second, a 
reliability heatmap is also used in order to detect which 
keypoints in the image provide sufficiently discriminative 
descriptors. Then, the detected and matched keypoints are 
used in the RANSAC algorithm to estimate a projective 
transformation model. The training of the network is 
unsupervised and does not require a manually annotated 
ground truth.

In order to validate the proposed methodology, we 
conducted multiple experiments and studied how various 
factors of the methodology affect the performance. The 
training of the network was performed using images from 
the public Messidor-2 dataset. Meanwhile, the evaluation is 
conducted on the public FIRE dataset. This cross-dataset 
validation ensures that our method is robust to changes in 
imaging device and capture conditions.

The obtained results show a satisfactory performance. 
Particularly, our approach improves the results obtained 
by previous deep learning-based methods in all of 
the categories of the FIRE dataset. Furthermore, our 
method gets the best results in category A of the FIRE 
dataset, which is the one containing images with disease 
progression. This is the category with the most relevance 
for clinical practice, as registering these kinds of images 
would facilitate longitudinal studies and disease progression 
monitoring. However, the results in the category with low 
degree of overlapping, although better than the rest of 
deep learning approaches, were not competitive with the 
best ad-hoc classical methods. This is an area that should 
be considered for improvement in future works. In that 
regard, as future research directions, we consider including 
the learning of domain specific keypoints, like blood vessel 
crossovers and bifurcations. This could prove beneficial as 
it has been previously demonstrated in successful classical 
approaches. Similarly, our experiments also showed 
evidence that state-of-the-art networks are limited by their 
design when processing current-day high resolution images. 
Our proposal, like those in the state of the art, works best 
on medium or small images and therefore cannot take 
advantage of all the detail provided by current capture 
devices that can produce images with very high resolutions. 
Therefore, another possibility to explore in future work 
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is to design novel network architectures that allows to 
efficiently and accurately take advantage of high resolution 
images.
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