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Background: Multiple sclerosis (MS) and neuromyelitis optica spectrum disorder (NMOSD) are the two 
mimic autoimmune diseases of the central nervous system, which are rare in East Asia. Quantitative detection 
of contrast-enhancing lesions (CELs) on contrast-enhancing T1-weighted magnetic resonance (MR) images 
is of great significance for assessing the disease activity of MS and NMOSD. However, it is challenging to 
develop automatic segmentation algorithms due to the lack of data. In this work, we present an automatic 
segmentation model of CELs based on Fully Convolutional with Attention DenseNet (FCA-DenseNet) and 
transfer learning strategy to address the challenge of CEL quantification in small-scale datasets.
Methods: A transfer learning approach was employed in this study, whereby pretraining was conducted 
using 77 MS subjects from the open access datasets (MICCAI 2016, MICCAI 2017, ISBI 2015) for white 
matter hyperintensity segmentation, followed by fine-tuning using 24 MS and NMOSD subjects from the 
local dataset for CEL segmentation. The proposed FCA-DenseNet combined the Fully Convolutional 
DenseNet and Convolutional Block Attention Module in order to improve the learning capability. A 2.5D 
data slicing strategy was used to process complex 3D MR images. U-Net, ResUNet, TransUNet, and 
Attention-UNet are used as comparison models to FCA-DenseNet. Dice similarity coefficient (DSC), 
positive predictive value (PPV), true positive rate (TPR), and volume difference (VD) are used as evaluation 
metrics to evaluate the performances of different models. 
Results: FCA-DenseNet outperforms all other models in terms of all evaluation metrics, with a DSC of 
0.661±0.187, PPV of 0.719±0.201, TPR of 0.680±0.254, and VD of 0.388±0.334. Transfer learning strategy 
has achieved success in building segmentation models on a small-scale local dataset where traditional deep 
learning approaches fail to train effectively.
Conclusions: The improved FCA-DenseNet, combined with transfer learning strategy and 2.5D data 
slicing strategy, has successfully addressed the challenges in constructing deep learning models on small-scale 
datasets, making it conducive to clinical quantification of brain CELs and diagnosis of MS and NMOSD.
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Introduction

Multiple sclerosis (MS) and neuromyelitis optica spectrum 
disorder (NMOSD) are the two mimic autoimmune 
diseases of the central nervous system (1). MS is the leading 
nontraumatic disabling disease in young adults (2), which 
often has the clinical features of dissemination in space (DIS) 
and/or dissemination in time (DIT) (3). While NMOSD 
remains a rare autoimmune inflammatory demyelinating 
disorder worldwide that is mediated by the water channel 
aquaporin-4 antibody (4), it has a higher prevalence in East 
Asians and the Blacks (5).

Magnetic resonance imaging (MRI) is the most widely 
used noninvasive technique for visualizing the lesions of 
neuroinflammatory diseases in vivo. Furthermore, the 
T2-weighted fluid-attenuated inversion recovery (T2-
FLAIR) and contrast-enhancing T1-weighted (CE-T1W) 
imaging of the brain are crucial in reflecting the lesions, 
and therefore are the essential tools for the diagnosis and 
assessment of disease activity in MS and NMOSD (6,7).

Quantitative detection of white matter hyperintensity 
(WMH) lesions on T2-FLAIR images and the contrast-
enhancing lesions (CELs) on T1W images [also referred to 
post gadolinium (Gd) T1W or post-Gd T1W images] are 
of great significance for routine clinical work in radiology 
departments and neuroscience studies. During follow-up, 
the new WMH of T2 image and the WMH enhancing by 
contrast medium is related to the activity of inflammation (8). 
Enhancement in new inflammatory demyelinating lesions is 
a short-lived feature (2–8 weeks, although typically <4 weeks) 
in most cases (9).

Deep learning has become the latest research direction 
for processing image data, and its algorithms are also 
employed in MRI analysis (10). In particular, deep learning 
has shown excellent performance in medical imaging 
segmentation (11). Furthermore, based on deep learning 
models, fully automatic WMH quantification methods 
are promising (12). Li et al. proposed ensembled 2D fully 
convolutional networks for WMH segmentation (13). The 
2D models take 2D slices of 3D images as input, ignoring 
spatial information of 3D images and the relevance between 
2D slices. Sundaresan et al. proposed a tri-planar U-Net 
for WMH segmentation (14). The tri-planar model takes 
2D slices from three different planes, but the relevance 

between 2D slices is still ignored. Zhang et al. proposed a 
2.5D data slicing strategy for processing 3D MRI data (15). 
By stacking 2D slices together, the 2.5D method effectively 
utilizes various characteristics of 3D Data. 

However, compared with the disseminative WMH on 
T2-FLAIR images, the CELs on T1W images are sparser, 
more subtle, and often have ambiguous boundaries in MS 
and NMOSD patients (16). In recent years, only a few 
studies have used large-scale MS datasets for segmenting 
CELs. Coronado et al. proposed a 3D convolutional neural 
network (CNN) for segmenting CELs (17). The 3D model 
consumes significant computational resources during 
training and requires the use of large-scale datasets. The 
joint U-Net by Krishnan et al. for CELs segmentation (18) 
had applied the state-of-the-art 2.5D data slicing strategy to 
reduce the size of the model but still evaluated on a large-
scale dataset.

In East Asia, the prevalence of MS is the lowest in the 
world (<5/100,000) (19). The CELs of NMOSD account for 
only 9–36% of the total brain, with a regional prevalence of 
1.57/100,000 (20). The rarity of the diseases leads to a lack 
of data, making it difficult to perform CEL segmentation 
on small-scale local dataset using deep learning methods. 
Meanwhile, due to the lack of publicly available datasets 
with annotated CELs, it is a challenge for the development 
of CEL segmentation deep learning models on small-scale 
datasets.

The purpose of this study is to construct a deep learning-
based MS/NMOSD CEL segmentation model. Considering 
the scarcity of MS and NMOSD CE-T1W images, we 
propose a transfer learning strategy based on the similarity 
between WMH and CEL. In addition, we use the 2.5D 
data slicing strategy to solve the problem that the 3D deep 
learning model is easy to overfit on small-scale data sets. 
We present this article in accordance with the TRIPOD 
reporting checklist (available at https://qims.amegroups.
com/article/view/10.21037/qims-23-846/rc).

Methods

Datasets

Two datasets were used in the experiments. The first 
dataset was used for pretraining, and it is an assemblage of 
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Figure 1 The composition of two datasets. T2-FLAIR, T2-weighted fluid-attenuated inversion recovery; WMH, white matter 
hyperintensity; CE-T1W, contrast-enhancing T1-weighted; CEL, contrast-enhancing lesion; MS, multiple sclerosis; NMOSD, 
neuromyelitis optica spectrum disorder. 

three MS WMH segmentation public datasets: the ISBI 
2015 MS Lesion Segmentation Challenge Dataset (ISBI 
2015) (21), the MICCAI 2016 MS Lesion Segmentation 
Challenge Dataset (MICCAI 2016) (22) and the MICCAI 
2017 MS Lesion Segmentation Challenge Dataset (MICCAI 
2017) (23). The other local dataset is the CE-T1W lesion 
segmentation dataset retrospectively enrolled from a 
local hospital in China, which was used during the fine-
tuning process. The study was conducted in accordance 
with the Declaration of Helsinki (as revised in 2013). 
This retrospective study was approved by the local ethics 
committee of the First Hospital of Jilin University. The 
informed written consent was provided by each participant 
prior to data collection and analysis. Figure 1 shows the 
usage of the two datasets.

The pretraining dataset
The first part of the pretraining dataset came from ISBI 

2015, which was released by Carass et al. (21). It consisted 
of a training dataset of five MS patients with multiple time 
points. The 3D T2-FLAIR images in patients’ last time 
points were selected as part of the pretraining dataset in this 
study.

The second part of the pretraining dataset was from 
MICCAI 2016, which collected data from three centers 
following the same harmonic protocol (24). It contains  
53 MS patients with MS. Fifty-two of them and their 3D 
T2-FLAIR magnetic resonance (MR) images were selected 
as the other part of the pretraining dataset in our study 
(one patient was excluded because the scan had no WMH 
lesions). All the 3D T2-FLAIR images were preprocessed 
using the nonlocal mean algorithm (25) and the N4 bias 
field correction algorithm (26).

The third part of the pretraining dataset was from 
MICCAI 2017, which also collected data from multiple 
different centers. The 3D T2-FLAIR data from its training 
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set were used for the following experiments. A total of  
20 images from 20 different MS patients was included in 
the third part.

Totally, 77 images (5 from ISBI 2015, 52 from MICCAI 
2016, 20 from MICCAI 2017) from different subjects were 
included in the pretraining dataset to avoid the influence by 
longitudinal data.

The fine-tuning dataset
Local fine-tuning dataset including 24 MS and 5 NMOSD 
patients (8 males and 21 females; age 35±15 years; 
examination time 1/2019 to 9/2021) were retrospectively 
enrolled in our study. According to the inclusion criteria: 
images with at least one lesion of more than three voxels 
and without artifact, 21 MS and 3 NMOSD patients were 
retained. The NMOSD patients met the 2015 international 
consensus diagnostic criteria (4), and the MS patients 
were diagnosed fulfilled the recently revised diagnostic 
criteria (3,27). Table 1 presents the detailed information 
of the enrolled patients. All the subjects were examined 
using a 3.0 Tesla MR scanner (Ingenia, Philips Healthcare, 
the Netherlands), including the whole-brain CE-T1W 
sequences. Details of the MRI acquisition protocol are 
provided in appendix Table S1.

The CELs are defined as an area of at least 3 mm with 
a clear area of hyperintensity on T1-weighted images 
obtained at least 5 min after contrast agent administration. 

All the CELs were manually segmented using ITK-SNAP 
software (an open-source software package, www.itk-
snap.org) (28) by a radiologist with more than eight years 
of diagnostic experience (L.A.) and validated by a senior 
neuroradiologist with more than 15 years of diagnostic 
experience (C.G.). The total lesion volume (TLV) in Table 1  
is the quantification result of the manually segmented 
lesions. The brain-labeled CE-T1W images were selected 
as the local fine-tuning dataset. Figure 2 shows three 
subjects in the local dataset. From left to right are three 
different images with different lesion volume, which 
indicates the course of disease.

Data preprocessing and postprocessing
For the local dataset, Brain Extraction Tool (29) was used to 
extract brain tissue and remove the skull. After that, python 
toolkits NiBabel (30) and SimpleITK (31) were used to 
crop the field of view and resize the spacing of images to  
1 mm × 1 mm × 1 mm. Kernel density estimation was used 
to normalize data and all images were randomly shifted and 
flipped with a 0.5 probability for augmentation. The lesion 
probability map predicted by the model was binarized by 
threshold with 0.5. 

Transfer learning strategy

Transfer learning can be expressed as (32): giving a source 
data domain DS and a target data domain DT and their 
corresponding tasks TS and TT transfer the base model 
(TS) learned from the source data domain (DS) to a target 
model (TT) applied in the target domain (DT). The transfer 
strategy proposed in this paper uses the pretrained Fully 
Convolutional with Attention DenseNet (FCA-DenseNet) 
model as the base model on the pretraining dataset, then 
the pretrained model is fine-tuned to obtain the target 
model. Our transfer learning strategy can be summarized in 
two steps. 

Firstly, during the pretraining process, a five-fold cross-
validation training strategy was used on the pretraining 
dataset, in which all samples from the pretraining dataset 
were used as training data. The pretraining dataset was 
divided equally into five disjoint subsets. At the time of each 
training, one subset was selected as the testing set and the 
rest as the training set. After pretraining, five models were 
obtained as a result of the five-fold cross-validation strategy, 
and the model with the best performance was selected for 
fine-tuning.

Finally, the selected model continued to be trained on 

Table 1 Summary of clinical information and TLV of fine-tuning 
dataset 

Metric MS NMOSD

No. of patients 21 3

Sex

Male 7 0

Female 14 3

Age (year)

Mean 34.4±10.30 31±2.16

Range 16–52 28–33

CEL-TLV (mL) 

Mean 0.320 0.930

Median 0.229 0.929

TLV was calculated based on manual lesion segmentation. 
TLV, total lesion volume; MS, multiple sclerosis; NMOSD, 
neuromyelitis optica spectrum disorder; CEL, contrast-
enhancing lesion. 

https://cdn.amegroups.cn/static/public/QIMS-23-846-Supplementary.pdf
http://www.itk-snap.org
http://www.itk-snap.org
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Figure 2 Two MS CE-T1W images and one NMOSD CE-T1W image (the middle) in the local dataset. The images were manually 
segmented (colored sites represent the lesions). CE-T1W, contrast-enhancing T1-weighted; MS, multiple sclerosis; NMOSD, neuromyelitis 
optica spectrum disorder.

the local dataset. During the fine-tuning process, the model 
parameters saved from pretraining were used to initialize 
the model. The local dataset was randomly split into a 
training set and a testing set with a 1:1 ratio. The same 
transfer learning strategy was applied to all the selected 
pretrained comparation models. Figure 3 shows the transfer 
learning strategy.

FCA-DenseNet

In this paper, we propose a FCA-DenseNet as a base model 
for applying the transfer learning strategy. FCA-DenseNet 
uses Fully Convolutional DenseNet (FC-DenseNet) (33) as 
the backbone network, to which the Convolutional Block 
Attention Module (CBAM) is added. The network structure 
of FCA-DenseNet is shown in Figure 4. 

FC-DenseNet backbone in FCA-DenseNet
FC-DenseNet, as the backbone network of FCA-DenseNet, 
was proposed by Jégou et al. in 2017 (33). FC-DenseNet 

is an improved U-Net structural model. It contains a 
downsampling path where the number of channels increases 
and the size of the feature map decreases and an upsampling 
path where the number of the channel becomes 1. At the 
end of the upsampling path, the model will output the 
probability distribution map of lesions which is the same 
size as the input.

FC-DenseNet combines the features of U-Net (34), 
ResNet (35), and DenseNet (36). It adds dense connections 
between convolutional layers in the network, and the input 
of each upsampling block is the concatenation of the output 
and input of its previous convolutional block.

CBAM in FCA-DenseNet
The CBAM was added to the FC-DenseNet. CBAM 
proposed by Woo et al. in 2018 comprises two types of 
attention computation: channel attention and spatial 
attention (37). Channel attention calculates the attention 
matrix at the channel level of the input data, giving higher 
weight to essential features and lower weight to irrelevant 
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Figure 3 Transfer learning strategy. FCA-DenseNet, Fully Convolutional with Attention DenseNet; WMH, white matter hyperintensity; 
CEL, contrast-enhancing lesion.
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Figure 5 Structure of CBAM. MLP, multiple layer perceptron; CNN, convolutional neural network; CBAM, Convolutional Block Attention 
Module.

features. Spatial attention is calculated at a lower level, 
giving higher weight to important spatial parts of the data. 
Figure 5 shows the structure of CBAM.

The channel attention first calculates the maximum 
and average pooling of the data in each channel, then 
concatenates the results of the different channels and 
outputs the channel attention matrix via a shared 
parameter multiple layer perceptron. The spatial attention 

first calculates the average and maximum value of each 
position of the data in different channels, merges the 
results of all positions, and then uses a CNN to output the 
spatial attention matrix.

Focal loss in FCA-DenseNet
Because of the small and sparse CELs on MR images, 
the problem of data imbalance affects the experiments. 
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Therefore, our experiment used focal loss to reduce the 
error caused by sample imbalance (38). The focal loss is 
expressed as:

[1]( ) ( ) ( ) ( )( ) ( ), 1 log 1 1 log 1FL p y p p y p pγ γα α= − − − − − −

where p represents the probability that the model outputs, 
y represents the ground truth, α is the weighting factor 
used to balance positive and negative samples, and γ is 
the adjustment factor used to reduce the weight of easy-
to-classify data so that the model pays more attention to 
difficult-to-classify data.

In the following experiments, gamma and alpha for 
models were set to 1 and 0.25 by default (15). Experiments 
were set to discuss the influence of different settings of focal 
loss on FCA-DenseNet.

2.5D MR image slicing strategy

In order to reduce the number of parameters of the 3D 
CNN model and avoid the loss of correlation information 
between 2D slices in the 2D CNN model, a 2.5D MR 
image data slicing strategy was used.

Firstly, the 3D MR image data were divided into 2.5D 
slices from three dimensions, each 2.5D slice containing 
a central main slice and multiple slices from its neighbor. 
The slices within each 2.5D slice were concatenated in the 
channel dimension, and the resulting multichannel data 
were used as the model input. For example, if using an 
image with a size of 256×128×64 as training data, assuming 
that each slice and its first pair of neighbors were merged 
into a 2.5D slice, the data would be divided into [256×(3, 

128, 64)], [128×(256, 3, 64)], [64×(256, 128, 3)] from three 
dimensions. The number of neighbors of the main slice 
in the 2.5D slice is a hyperparameter; this was set at 3 by 
default; that is, for the i-th main slice, the i−1th and i+1th 
slices are merged into a 2.5D slice.

Secondly, during the training process, all 3D image 
data were divided into multiple 2.5D slices from three 
different dimensions, and these 2.5D slices were scrambled 
as 2.5D training data for model training. Model was trained 
with randomly shuffled batch of 2.5D slices. The model 
generated predictions for the central primary slice in the 
2.5D slice, and a loss function was calculated between the 
prediction of each main slice and its corresponding ground 
truth label slice.

Finally, during the testing process, images were orderly 
sliced into 2.5D slices from three dimensions. For each 
individual dimension, 2.5D slices were sent into the 
model orderly for prediction. After the model output 
the prediction for all 2.5D slices in a single dimension, 
these ordered predictions were combined together to 
reconstruct the 3D lesion probability map with the 
corresponding order. From three dimensions, three 3D 
images were generated. These 3D images were added 
together by voxel and averaged to produce the model’s 
final prediction. Figure 6 shows the workflow of the 2.5D 
image slicing strategy.

In the following experiments, number of neighbors in 
2.5D slices was set to 1-pair by default. And the shape of 
2.5D slices was set to 256×256 by default. Experiments were 
set to discuss the influence of different number of neighbors 
in 2.5D slice on FCA-DenseNet.

Slicing

dim1
dim1

Avg

Result
dim2

dim2

dim3

dim3

FCA-UNet 3D-reconstruction

Main slice 
Neighbor slice

Figure 6 Workflow of the 2.5D image slicing strategy. FCA-DenseNet, Fully Convolutional with Attention DenseNet; dim, dimension; 
Avg, average.
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Experiments

Experimental environment
In the experiment, four Nvidia RTX 2080Ti graphic cards, 
Intel Xeon 2.20 GHz CPU, 16 G memory, and the Ubuntu 
22.04 operating system were used as the experimental 
environment. Pytorch (39) version 1.23.0 and CUDA 
version 11.3 were used as deep learning frameworks.

Hyperparameter settings
The images  were randomly rotated and cropped 
during training. Images were randomly cropped into  
256×256 image fragments, and, to avoid overfitting, only 
image fragments with lesions inside were retained as 
training data. The same hyperparameter settings were used 
for both pretraining and fine-tuning processes: three input 
channels, i.e., each main slice and its first pair of neighbors 
forming a 2.5D slice; the learning rate was set to 0.0002, 
and Adam optimizer with default parameters was used as 
the optimization algorithm (40). The batch size was set to 
16, the maximum training epoch was set to 300, and there 
was an early stop strategy for 50 epochs. 

Comparison experiments
To better evaluate the transfer strategy, multiple 
comparative experiments were conducted. First, to compare 
how the transfer strategy affected the different models, 
FC-DenseNet (33), U-Net (34), ResUNet (41), Attention-
UNet (42), TransUNet (43), and FCA-DenseNet were 
all pretrained on the pretraining dataset, and the transfer 
strategy was applied to them for fine-tuning. Table 2 displays 
the specific information of each model, with TransUNet 
being a state-of-the-art method based on the transformer 
architecture.

Second, to demonstrate the necessity and effectiveness of 
the transfer experiments, the models were directly trained 
and tested on the local dataset.

Finally, to verify whether the segmentation knowledge 
learned by the model from T2-FLAIR modality data can 

be directly applied to CE-T1W data, we directly used the 
pre-trained WMH segmentation model to test CE-T1W 
data.

Evaluation metrics

Multiple evaluation metrics were employed to assess the 
segmentation performance of each model, including Dice 
similarity coefficient (DSC), positive predictive value 
(PPV), true positive rate (TPR), and volume difference 
(VD). 

ˆ2 | |
ˆ| | | |

Y YDSC
Y Y
× ∩

=
+

 
[2]

where Υ represents the output of the model, Ŷ  represents 
the ground truth, ∩  represents the intersection operation 
of two matrices (if an element appears in both sets, it will 
be preserved in the result), and | . | represents the number of 
elements in the matrix. The higher the DSC, the closer the 
prediction to the manually segmented label. 

TPPPV
TP FP

=
+

 

[3]

where true positive (TP) represents the number of positive 
voxels in both the label and the prediction result and false 
positive (FP) indicates the number of negative voxels 
predicted to be positive. A higher PPV indicates that the 
impact from the noise caused by them on the model is 
smaller. 

TPTPR
TP FN

=
+

 

[4]

where false negative (FN) indicates the number of positive 
voxels predicted to be negative. The higher the TPR, the 
stronger the model’s ability to identify lesions.

p g

g

TP TP
VD

TP
−

=

 
[5]

where TPp represents the number of predicted TP voxels 

Table 2 Implementation details of comparative models

Method FCA-DenseNet FC-DenseNet U-Net ResUNet Attention-UNet TransUNet

Parameters (M) 1.4 1.3 2.0 3.2 2.1 105.3

Training time (h) ~10 ~10 ~7 ~10 ~7 ~50

Fine-tuning time (h) ~5 ~5 ~3 ~6 ~3 ~30

FCA-DenseNet, Fully Convolutional with Attention DenseNet; FC-DenseNet, Fully Convolutional DenseNet; M, million.
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Table 3 Quantitative performances of different models on testing set of pretraining datasets

Method FCA-DenseNet FC-DenseNet U-Net ResUNet Attention-UNet TransUNet

DSC 0.719 (0.014) 0.714 (0.024) 0.734 (0.009*) 0.725 (0.013) 0.736 (0.009) 0.749* (0.088*)

PPV 0.708 (0.039) 0.698 (0.062) 0.746* (0.021) 0.662 (0.047) 0.681 (0.040) 0.709 (0.088)

TPR 0.780 (0.041) 0.785 (0.035) 0.765 (0.029) 0.841* (0.045*) 0.830 (0.041) 0.810 (0.079)

VD 0.502 (0.305) 0.527 (0.281) 0.312 (0.080*) 0.524 (0.136) 0.398 (0.197) 0.243* (0.182*)

Data are presented as mean (standard deviation). *, the best performance. FCA-DenseNet, Fully Convolutional with Attention DenseNet; 
FC-DenseNet, Fully Convolutional DenseNet; DSC, Dice similarity coefficient; PPV, positive predictive value; TPR, true positive rate; VD, 
volume difference.

and TPg represents the number of lesion voxels in the 
ground truth. VD is used to evaluate the accuracy of model 
segmentation from the perspective of the ground truth 
lesion volume. A lower VD indicates a better agreement 
between the predicted and true lesion volumes.

In addition to these metrics, for the CEL segmentation 
task, lesion false discovery rate (LFDR) and lesion 
sensitivity (L-sensitivity) were also utilized as supplementary 
evaluation criteria.

The lesions with a total volume of less than three 
voxels were excluded during the evaluation process (44). 
Specifically, for the remaining lesions, we considered them 
as TP if the predicted result had a sufficient overlap with 
the ground truth lesion. Conversely, if there was no overlap 
between the predicted result and the ground truth lesion, 
we regarded it as a FN case, indicating that the model failed 
to detect the lesion.

FPLFDR
FP TP

=
+

 [6]

[7]-sensitiv
N

i TPL
T F

y
P

t =
+

Results

Pretraining experimental results

All models were pretrained on the pretraining dataset using 
the same 2.5D slicing strategy. FC-DenseNet and FCA-
DenseNet were set to 5×4 configuration, i.e., there were 
five dense blocks during up-sampling and down-sampling, 
each containing four dense layers. The average DSC, PPV, 
TPR, and VD in the cross-validation results of these models 
are shown in Table 3. 

TransUNet achieved the best performance on the 
pretraining dataset, with a DSC of 0.749, although its PPV 
and TPR were not optimal. On the other hand, FCA-
DenseNet performed comparatively worse, with a DSC 
of only 0.719. It is important to note that pretraining 
experiments were not the main focus of this study. However, 
it is worth mentioning that TransUNet, with a larger 
number of parameters, demonstrated state-of-the-art results 
on a stable large-scale publicly available dataset.

Additionally, all the pretrained models were tested on 
the local dataset. Table 4 presents the quantitative results of 

Table 4 Performances of different pretrained models on testing set of the local dataset

Method FCA-DenseNet FC-DenseNet U-Net ResUNet Attention-UNet TransUNet

DSC 0.384 (0.303) 0.224 (0.167) 0.188 (0.183) 0.343 (0.265) 0.419 (0.252) 0.157 (0.157)

PPV 0.415 (0.307) 0.156 (0.133) 0.261 (0.248) 0.363 (0.299) 0.665 (0.292) 0.238 (0.279)

TPR 0.444 (0.348) 0.156 (0.314) 0.248 (0.232) 0.413 (0.282) 0.400 (0.304) 0.329 (0.287)

VD 10.654 (28.261) 6.675 (14.226) 2.602 (6.804) 2.008 (3.227) 0.644 (0.615) 44.99 (135.216)

LFDR 0.801 (0.202) 0.852 (0.266) 0.863 (0.176) 0.784 (0.095) 0.367 (0.216) 0.786 (0.258)

L-sensitivity 0.542 (0.341) 0.661 (0.317) 0.562 (0.342) 0.588 (0.282) 0.582 (0.333) 0.628 (0.326)

Data are presented as mean (standard deviation). FCA-DenseNet, Fully Convolutional with Attention DenseNet; FC-DenseNet, Fully 
Convolutional DenseNet; DSC, Dice similarity coefficient; PPV, positive predictive value; TPR, true positive rate; VD, volume difference; 
LFDR, lesion false discovery rate; L-sensitivity, lesion sensitivity. 
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Table 5 The performance of different models trained directly on testing set of the local dataset 

Method FCA-DenseNet FC-DenseNet U-Net ResUNet Attention-UNet TransUNet

DSC 0.559 (0.238) 0.560 (0.206) 0.503 (0.264) 0.537 (0.256) 0.604 (0.235) NA/0

PPV 0.567 (0.230) 0.570 (0.223) 0.507 (0.288) 0.561 (0.296) 0.624 (0.266) NA/0

TPR 0.657 (0.265) 0.669 (0.246) 0.575 (0.316) 0.592 (0.299) 0.631 (0.275) NA/0

VD 0.913 (1.554) 0.894 (1.279) 0.644 (0.602) 0.616 (0.653) 0.428 (0.400) NA/1

LFDR 0.753 (0.182) 0.781 (0.149) 0.787 (0.133) 0.775 (0.130) 0.771 (0.147) NA/1

L-sensitivity 0.720 (0.286) 0.784 (0.253) 0.672 (0.316) 0.723 (0.297) 0.701 (0.316) NA/0

Data are presented as mean (standard deviation). FCA-DenseNet, Fully Convolutional with Attention DenseNet; FC-DenseNet, Fully 
Convolutional DenseNet; DSC, Dice similarity coefficient; PPV, positive predictive value; TPR, true positive rate; VD, volume difference; 
LFDR, lesion false discovery rate; L-sensitivity, lesion sensitivity. 

these pretrained models on the local dataset.
All the pretrained models for WMH segmentation 

performed poorly in CEL segmentation, with DSC scores 
below 0.5. Furthermore, except for Attention-UNet, all 
models exhibited significantly higher VD, indicating that 
WMH shares a higher similarity with the hyperintensity 
regions in CE-T1W images, whereas CEL possesses more 
unique characteristics.

Directly training experimental results

All models were directly trained on the local dataset to test 
their segmentation ability on small-scale datasets. Table 5 
presents the results of these experiments. When using the 
same hyperparameter settings as fine-tuning experiments 
and pretraining experiments, directly training of all models 
cannot obtain effective results, as the output is blank and the 
DSC is 0. To further explore the reason of such result, the 
input size was changed to 64×64. As can be seen in Table 5, 
the small input size relatively reduces the imbalance of the 
data, but also limited the performance of models. Besides, 

transformer-based TransUNet cannot handle training with 
64×64 and testing with 256×256, for the self-attention 
structure is different from CNNs.

Fine-tuning experimental results

All the pretrained models applied to transfer learning 
strategy on the local dataset. Table 6 shows the results of 
testing on the local dataset after fine-tuning.

FCA-DenseNet achieved the best model performance 
among all metrics. In particular, the TPR performance is 
much greater than other models, which means that the 
attention module can improve the model’s ability to identify 
lesion voxels. Figure 7 shows the FCA-DenseNet prediction 
for CELs after fine-tuning.

Ablation experimental results

Ablation experiments of various loss functions
To demonstrate the effectiveness of focal loss, we conducted 
comparative fine-tuning experiments, contrasting it with 

Table 6 Fine-tuning experimental results of different methods on testing set of local dataset

Method FCA-DenseNet FC-DenseNet U-Net ResUNet Attention-UNet TransUNet

DSC 0.661* (0.187)* 0.611 (0.227) 0.525 (0.278) 0.545 (0.217) 0.589 (0.240) 0.502 (0.191)

PPV 0.719* (0.201)* 0.669 (0.216) 0.570 (0.305) 0.527 (0.238) 0.687 (0.254) 0.560 (0.270)

TPR 0.680* (0.254)* 0.667 (0.280) 0.538 (0.322) 0.644 (0.253) 0.619 (0.286) 0.538 (0.256)

VD 0.388* (0.334)* 0.460 (0.448) 0.461 (0.314) 0.707 (1.350) 0.641 (0.910) 0.565 (0.332)

LFDR 0.416* (0.295)* 0.519 (0.229) 0.427 (0.273) 0.644 (0.157) 0.478 (0.235) 0.457 (0.339)

L-sensitivity 0.768* (0.230)* 0.730 (0.289) 0.641 (0.368) 0.764 (0.230) 0.699 (0.271) 0.701 (0.319)

Data are presented as mean (standard deviation). *, the best performance. FCA-DenseNet, Fully Convolutional with Attention DenseNet; 
FC-DenseNet, Fully Convolutional DenseNet; DSC, Dice similarity coefficient; PPV, positive predictive value; TPR, true positive rate; VD, 
volume difference; LFDR, lesion false discovery rate; L-sensitivity, lesion sensitivity. 
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Figure 7 MS (B and C) and NMOSD (A) segmentation results from the FCA-DenseNet after fine-tuning. The colored parts represent 
different results, red for TP, green for FP, and yellow for FN. CE-T1W, contrast-enhancing T1-weighted; MS, multiple sclerosis; FCA-
DenseNet, Fully Convolutional with Attention DenseNet; TP, true positive; FP, false positive; FN, false negative.

cross-entropy (CE) and Dice loss (45) while keeping other 
parameter settings the same. Table 7 displays the training 
results for different loss functions, while Figure 8 illustrates 
the training curve specifically for the utilization of focal loss. 

The focal loss achieved the highest DSC compared to 
the CE and Dice loss functions. It allows the model to a 
greater focus on the segmentation of small lesions, despite 
the increase in FP and the decrease in PPV. Overall, the 
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Table 7 Experimental results of FCA-DenseNet after fine-tuning with different loss functions on testing set of local dataset

Loss Focal CE Dice 

DSC 0.661* (0.187)* 0.642 (0.181) 0.639 (0.221)

PPV 0.719 (0.201) 0.778* (0.197)* 0.758 (0.235)

TPR 0.680* (0.254)* 0.615 (0.243) 0.611 (0.267)

VD 0.388* (0.334)* 0.430 (0.275) 0.423 (0.291)

LFDR 0.416 (0.295) 0.340 (0.275) 0.315* (0.308)*

L-sensitivity 0.768* (0.230)* 0.702 (0.306) 0.737 (0.286)

Data are presented as mean (standard deviation). *, the best performance. FCA-DenseNet, Fully Convolutional with Attention DenseNet; 
DSC, Dice similarity coefficient; CE, cross-entropy; PPV, positive predictive value; TPR, true positive rate; VD, volume difference; LFDR, 
lesion false discovery rate; L-sensitivity, lesion sensitivity. 

segmentation performance has improved.
To val idate the effect iveness  of  the focal  loss , 

experiments were conducted on focal losses with different 
hyperparameter settings. Figure 9 presents the training 
results using different alpha settings for focal loss.

The parameter alpha in focal loss determines the 
importance of minority samples in imbalanced datasets. 
As alpha increases, the model gradually focuses more on 
minority lesion voxels. Experimental results indicate that 
the variation of alpha has a significant impact on the focal 
loss. When alpha is excessively large, the model becomes 
overly attentive to lesions, resulting in a higher number of Figure 8 Training curves utilizing focal loss. 
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Figure 9 Influence of FCA-DenseNet in fine-tuning process with different alpha settings in focal loss. FCA-DenseNet, Fully Convolutional 
with Attention DenseNet; PPV, positive predictive value; TPR, true positive rate.
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Table 8 Experimental results of FCA-DenseNet after fine-tuning with different number of neighbors in 2.5D slice on testing set of local dataset

2.5D strategy 0 neighbor (2D) 1 neighbor 2 neighbors 3 neighbors

DSC 0.563 (0.251) 0.661* (0.187)* 0.618 (0.184) NA

PPV 0.658 (0.277) 0.719* (0.201)* 0.635 (0.229) NA

TPR 0.556 (0.301) 0.680* (0.254)* 0.696 (0.240) NA

VD 0.714 (0.345) 0.388* (0.334)* 0.576 (0.615) NA

LFDR 0.419 (0.243) 0.416* (0.295)* 0.575 (0.247) NA

L-sensitivity 0.649 (0.294) 0.768 (0.230) 0.775* (0.250)* NA

Data are presented as mean (standard deviation). *, the best performance. FCA-DenseNet, Fully Convolutional with Attention DenseNet; 
2D, 2-dimensional; DSC, Dice similarity coefficient; PPV, positive predictive value; TPR, true positive rate; VD, volume difference; LFDR, 
lesion false discovery rate; L-sensitivity, lesion sensitivity; NA, not applicable. 

FN and a lower number of FP, leading to changes in PPV 
and TPR.

Ablation experiments of 2.5D data slicing strategy
In order to further investigate the impact of the 2.5D data 
slicing strategy on the experiments, ablation experiments 
were conducted by varying the number of neighboring 
slices.

Table 8 indicates that the model achieves the best 
performance when incorporating one pair of neighboring 
slices for each slice. Too many or too few neighboring slices 
can result in a decrease in performance. In particular, when 
the number of input neighbors is excessive, the model may 
struggle to converge due to the imbalance in the data and 
the presence of irrelevant information, leading to ineffective 
experimental results.

Discussion

Pretraining experiments

The pretraining experiments involved the fusion of MR 
images from multiple WMH segmentation datasets. Given 
the variations in imaging parameters and preprocessing 
methods across different data sources, the models’ 
generalization capability is of high importance. The average 
DSC of all models reached 0.729±0.012, indicating a 
relatively stable performance across the publicly available 
datasets, although there are performance differences among 
different models. TransUNet, benefiting from the latest 
self-attention method and a large number of parameters, 
exhibits strong learning capability and segmentation 
performance on large-scale datasets compared to CNN 
models with fewer parameters. On the other hand, FCA-

DenseNet demonstrates average performance on the 
pretraining dataset that involves multi-source data fusion. 
However, it is still able to successfully complete the WMH 
segmentation task. The results in Table 4 show that, because 
of the difference between the T2-FLAIR and CE-T1W 
data, the model obtained from WMH segmentation could 
not output proper results for CEL segmentation. A few 
of the CELs can be segmented by the models trained for 
WMH segmentation, which has confirmed that there was 
indeed a relative similarity between WMH and enhancing 
lesions.

It is generally acknowledged that training deep learning 
models on small-scale datasets can be challenging, and our 
experiments further confirm this limitation. By training 
the models directly on the local dataset, as evident from 
Table 5, all models still output invalid results, although we 
have employed various data augmentation strategies. This 
observation highlights the challenges of applying deep 
learning to real clinical data.

Fine-tuning experiments and ablation experiments

The pretraining and fine-tuning method in transfer learning 
has proven to be highly effective for modeling on small-
scale datasets. After applying transfer learning strategies, all 
models exhibited significant performance improvements in 
the CEL segmentation task.

According to Table 6, FCA-DenseNet achieved the 
best performance in CEL segmentation with a DSC of 
0.661, PPV of 0.719, TPR of 0.668, VD of 0.388, LFDR 
of 0.416, and L-sensitivity of 0.768. This indicates that 
FCA-DenseNet effectively learned the distinguishing 
characteristics of both CEL lesions and other brain tissues. 
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On the other hand, the backbone model FC-DenseNet 
performed poorly, suggesting that the addition of attention 
mechanisms made the model more efficient in learning 
image features within the same domain. In contrast, U-Net, 
ResUNet, and Attention-UNet, which exhibited better 
generalization performance in pretraining, performed 
poorly on the specific CEL segmentation data. Surprisingly, 
TransUNet, which performed best on the pretraining 
dataset, performed worst in the CEL segmentation task. 
This suggests that the self-attention architecture with a 
large number of parameters may not be the most suitable 
choice for certain specific medical image processing tasks. 

Deep learning methods generally strive for improved 
performance by augmenting training data and adopting a 2:1 
or 4:1 ratio for training and testing set split. This approach 
serves to mitigate the deleterious impact of individual sample 
noise on the model. Despite the difficulties in obtaining CE-
T1W data and training with a relatively small-scale dataset, 
we chose an unusual 1:1 training set split. 

Multiple ablation experiments further validate the 
effectiveness of the proposed method. Focal loss, compared 
to CE and Dice loss, significantly improves the training 
performance of the models. Moreover, by adjusting the 
parameters of focal loss, the model’s learning ability on 
different samples can be controlled. Table 7, Figure 8, and 
Figure 9 provide evidence for the importance of the choice 
of loss function. The 2.5D image slicing strategy serves 
as the foundation and core data processing method in our 
experiments. We conducted experiments to determine 
the optimal number of neighboring slices to be merged. 
As shown in Table 8, the best results are achieved when 
incorporating the information from one neighboring 
slice, indicating that merging too much neighboring 
information may cause the model to learn irrelevant image 
features, while using too few neighboring slices may lead to 
insufficient feature learning.

In conclusion, the success in FCA-DenseNet can be 
quote in two points: first, the transfer learning strategy 
brings efficient training. Second the CBAM blocks 
propagate features through spatial and channel, on such 
an imbalanced dataset, helping the model absorb more 
information from the entire input space.

Medical significance and limitations

We only used CE-T1W data for the segmentation of CELs 
in the experiment, and the performance did not significantly 
decrease compared to the commonly used multi-modality 

approach, which has stronger guiding significance for 
clinical diagnosis. Despite the rarity of the disease, our 
method can still successfully segment small and discrete 
CELs, even with a small-scale training dataset. It has 
great significance for clinical assisted diagnosis of MS and 
NMOSD.

This experiment also has certain limitations. The 
scarcity of clinical real-world data has resulted in a limited 
training dataset, which has impacted the experimental 
results to some extent. It needs to be emphasized again 
that MS and NMOSD are two rare diseases in East Asia, 
make it very difficult to collect clinical data. In the future, 
with the acquisition of more data, the model can be further 
optimized to improve the differentiation of blood vessels 
and other tissues that are similar to CEL. Additionally, 
due to the rarity of MS and NMOSD and the specific 
characteristics of CELs, the performance of the model on 
datasets with varying distributions of CEL lesions needs to 
be evaluated.

Conclusions

In this paper, we propose a novel 2.5D FCA-DenseNet 
network with a transfer learning strategy for the 
segmentation of CELs on CE-T1W MR images of MS 
and NMOSD. The proposed transfer learning strategy can 
effectively resolve the problems caused by scarce data and 
sparse lesions. In addition, the 2.5D image slicing strategy 
reduces the overall complexity of the model, enhances the 
training data, expands the data features, and results in better 
segmentation performance.

Although many deep-learning MR image segmentation 
methods have been proposed in recent years, they cannot 
obtain suitable segmentation of the MR image in cases of 
small-scale experimental data. This deficiency can make it 
difficult for models to assist in the diagnosis of rare diseases, 
such as MS and NMOSD. The scarcity and complexity of 
CE-T1W MR images of MS and NMOSD pose challenges 
for further research. Also, the bias caused by different MR 
scanners/centers and the similarity between CELs and 
blood vessels in CE-T1W MR images are still the problems 
in the present. Improvement of deep learning algorithms 
and transfer strategies for accurate segmentation of CELs 
remain the direction and focus of our future work.
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Table S1 MRI acquisition parameters

Parameters MS open dataset Local dataset

3D T2-FLAIR images

Voxel size, mm3 0.82×0.82×2.2 0.98×0.98×1–1×1×1

Repetition time (ms) – 4800

Echo time (ms) 68 279–324

Inversion time (ms) 835 1650

3D T1W images

Voxel size, mm3 0.82×0.82×1.17 1.0×1.0×1.0

Repetition time (ms) 10.3 1900

Echo time (ms) 6 2.96

Flip angle (°) 8 9

MRI, magnetic resonance imaging; MS, multiple sclerosis; T2-FLAIR, T2-weighted fluid-attenuated inversion recovery; T1W, T1-weighted.
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