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Background: Computed tomography (CT) chest scans have become commonly used in clinical diagnosis. 
Image quality assessment (IQA) for CT images plays an important role in CT examination. It is worth 
noting that IQA is still a manual and subjective process, and even experienced radiologists make mistakes due 
to human limitations (fatigue, perceptual biases, and cognitive biases). There are also kinds of biases because 
of poor consensus among radiologists. Excellent IQA methods can reliably give an objective evaluation result 
and also reduce the workload of radiologists. This study proposes a deep learning (DL)-based automatic IQA 
method, to assess whether the image quality of respiratory phase on CT chest images are optimal or not, so 
that the CT chest images can be used in the patient’s physical condition assessment.
Methods: This retrospective study analysed 212 patients’ chest CT images, with 188 patients allocated 
to a training set (150 patients), validation set (18 patients), and a test set (20 patients). The remaining  
24 patients were used for the observer study. Data augmentation methods were applied to address the 
problem of insufficient data. The DL-based IQA method combines image selection, tracheal carina 
segmentation, and bronchial beam detection. To automatically select the CT image containing the tracheal 
carina, an image selection model was employed. Afterward, the area-based approach and score-based 
approach were proposed and used to further optimize the tracheal carina segmentation and bronchial beam 
detection results, respectively. Finally, the score about the image quality of the patient’s respiratory phase 
images given by the DL-based automatic IQA method was compared with the mean opinion score (MOS) 
given in the observer study, in which four blinded experienced radiologists took part.
Results: The DL-based automatic IQA method achieved good performance in assessing the image quality 
of the respiratory phase images. For the CT sequence of the same patient, the DL-based IQA method had 
an accuracy of 92% in the assessment score, while the radiologists had an accuracy of 88%. The Kappa value 
of the assessment score between the DL-based IQA method and radiologists was 0.75, with a sensitivity of 
85%, specificity of 91%, positive predictive value (PPV) of 92%, negative predictive value (NPV) of 93%, 
and accuracy of 88%.
Conclusions: This study develops and validates a DL-based automatic IQA method for the respiratory 
phase on CT chest images. The performance of this method surpassed that of the experienced radiologists 
on the independent test set used in this study. In clinical practice, it is possible to reduce the workload of 
radiologists and minimize errors caused by human limitations.
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Introduction

Computed tomography (CT) is one of the most widely 
used medical imaging techniques, and CT chest scans 
have become commonly used in clinical diagnosis (1). 
Considering that CT scans are relatively high-dose 
procedures, it can be damaging to patients’ health if 
an excessive number of CT scans are performed [due 
to potential carcinogenesis from medical imaging (2)]. 
Therefore, medical imaging should adhere to the principle 
of ‘AS Low As Reasonably Achievable’ (ALARA). The 
ALARA principle involves limiting the radiation dose 
received by patients during medical imaging examination 
while ensuring optimal image quality (3). Image quality 
assessment (IQA) plays an important role in balancing 
between image quality and radiation dose in medical 
imaging. CT IQA is of great significance for optimizing 
CT software, hardware design and controlling patient 
scanning dose. As pointed out by Cai et al. (4), image quality 
is influenced by various factors, including CT hardware, 
scanning protocol, patient motion, reconstruction 
algorithms, and image post-processing algorithms. 
Throughout the entire medical process, image quality can 
be evaluated from the physical, algorithmic, diagnostic, and 
retrieval layers. Parameters set in each layer differ, leading 
to varying impact on the image quality.

This study focuses on IQA at the diagnostic level, which 
is task specific IQA aiming at controlling patient scanning 
dose by accurately and efficiently assessing CT image 
quality. Inadequate respiratory during the scan of patients 
will lead to artifacts in CT images, which will reduce the 
quality and diagnosability of the images, and may even cause 
problems such as misdiagnosis or incomplete scanning (5). 
Therefore, patients may need to be rescanned, leading to 
increase in radiation dose, wasted resources and a growing 
workload on radiologists (6). IQA is crucial for controlling 
the rate of patient rescans (7). By accurately evaluating 
the image quality of patients, IQA aims to minimize 
the risk of misclassifying patients with acceptable image 
quality as unacceptable, thereby reducing the likelihood of 
unnecessary rescans for patients.

The quality of CT images is one of the factors that 
affect the accuracy of clinical diagnosis decisions after the 
examination (8,9). In most cases, whether a CT image 
quality is good or bad, it is influenced by many factors such 
as inspiration (10), the field of view (11), and position (12), 
etc. A major factor influencing the image quality is due to 
insufficient inspiration during a CT chest examination (5). 
There are two aspects that can be used to judge whether the 
degree of inspiration is sufficient or not, i.e., the tracheal 
carina and bronchial beam. The shape of tracheal carina 
and the clarity of the bronchial beam are both visualizations 
of the patient’s inspiration, i.e., tracheal morphology 
and the clarity of bronchial beam changes as the patient 
breathes. Tracheal carina morphology is classified as 
convex, flat, or bowed inward toward the tracheal lumen, 
based on the configuration of the posterior membrane, and 
a normal tracheal carina is ovoid (13). A clearer bronchial 
beam is visualized when the inspiration of the patient is  
sufficient (14). Insufficient inspiration run counter to the 
requirement of taking a CT image which is guided by 
radiographers may lead to time wasted in rescanning and an 
increase in the dose of radiation to the patient (15). Thus, it 
is important to determine whether CT images meet clinical 
diagnostic requirements (i.e., image quality standards), 
and it is worth noting that is still a manual process, such 
as collecting data through Likert scale questionnaire for 
subjective image quality analysis, and has kinds of biases 
because of poor consensus among observers (16).

With the development of deep learning (DL), DL as a 
Computer Aided Diagnosis (CAD) tool has been more and 
more extensively applied in a wide range of fields in recent 
years (17-19). In the field of medical image processing, 
that is mainly applied on processing radiographic images 
such as magnetic resonance (MR) images, CT images, 
and ultrasonic images. People use DL algorithms because 
the DL works similarly to the human brain, especially 
in the applications of medical image processing such as 
classification (20), segmentation (21), and detection (22). 
DL algorithms have shown high performance in evaluating 
not only the field of view (FOV) (23), but also rotation, 
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inspiration, and patient position (24). Although Poggenborg 
et al. (24) had an assessment of inspiration, the study 
mainly showed a relatively large improvement of 28% in 
images with optimal collimation, and only had a relative 
improvement of 4% in images with optimal inspiration. 
There was no obvious improvement in selecting the CT 
images with optimal inspiration compared to manual 
assessment by radiologists. Nousiainen et al. (25) used two 
convolutional neural networks (CNNs) to estimate lung 
inclusion, rotation, and inspiration but there were still 
limitations by the ambiguous score (i.e., the model is most 
likely to concur with the observer whose annotations were 
used to train the model, which raises some bias to model 
performance).

To our knowledge, there is currently no research that 
combines tracheal carina and bronchial beams for the 
automatic assessment of respiratory phase image quality 
in CT chest images and achieving high performance. 
Therefore, in this retrospective study, a DL-based 
automatic IQA method is proposed based on the tracheal 
carina and bronchial beams. This method was used to 
evaluate whether the respiratory phase image quality of 
CT chest images were optimal or not so that the CT 
chest images can be used for diagnosing the patient, 
thereby determining the presence of any diseases. The 
sufficient degree of inspiration was used to qualitatively 
measure the image quality, and multiple evaluation 
metrics were employed to validate the performance of 
the method.

The major contributions of this study are summarized as 
follows:

(I)	 An image quality evaluation method based on 
DL is proposed to evaluate the image quality 
of respiratory phase CT images. Compared to 
traditional IQA methods, our proposed method 
can automatically select CT images with region 
of interest (ROI) from a series of CT images of 
patients and evaluate their image quality, reducing 
the workload of radiologists and the errors caused 
by human limitations such as fatigue, perceptual 
biases, and cognitive biases.

(II)	 An area-based method is proposed to improve the 
segmentation performance of the segmentation 
model. Unlike traditional segmentation models, 
which directly use the segmentation results as the 
final classification results, considering that the 
morphological similarity of ROI (tracheal carina) 
may cause classification errors in segmentation 

results, our proposed method can help reduce 
such errors and improve the performance of the 
segmentation model.

(III)	 A score-based method is proposed to adapt object 
detection models for morphology-based organ 
IQA tasks (i.e., the clarity assessment of bronchial 
beams). Traditional detection models often directly 
utilize the detection results for a single image as 
the final classification outcome. However, when it 
comes to a morphology-based assessment of image 
quality for organs, it often involves reviewing 
multiple slices since the organ may span across 
these slices. Therefore, our proposed score-
based method aims to enable traditional detection 
models to review multiple slices when performing 
morphology-based organ IQA tasks.

In conclusion, the area-based approach and the score-
based approach proposed in this paper improve the accuracy 
and reliability of automatic IQA of respiratory CT images, 
which can potentially aid radiologists in clinical diagnosis 
and decision-making.

Methods

The study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013). The study was 
approved by the Institutional Review Board (IRB) of Fujian 
Putian Hospital in China (No. 202132) and individual 
consent for this retrospective analysis was waived.

In many target detection tasks, You Only Look Once 
(YOLO) series (26-29) plays an important role in one-
stage detectors. U-Net (30) is a semantic segmentation 
model based on fully convolutional networks (FCN), 
which is widely used in medical image segmentation. In 
this study, the image quality of the High-Resolution CT 
respiratory phase images was assessed from the perspective 
of patient’s sufficient degree of inspiration, which was 
mainly considered from two aspects: the morphology of 
tracheal carina and the clarity of the bronchial beam. The 
flowchart in Figure 1 shows the entire research process. The 
whole process from the input of the CT image sequence 
to the output of classification is automated. In terms of 
morphological classification of the tracheal carina, the 
state-of-the-art (SOTA) model YOLOv8 (29) as an image 
selection model was used to select the image with a just 
separated trachea from the original CT sequence. Then, the 
image with a spacing between slices of about 10 mm relative 
to the CT image selected by YOLOv8 was fed into the 
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segmentation model (U-Net) to segment the tracheal carina 
region. It is worth noting that due to the morphological 
fuzziness of tracheal carina, the area-based method was 
used to further classify the segmentation result, and finally, 
the classification result of tracheal carina morphology was 

obtained. To judge the clarity of the bronchial beam better, 
YOLOv8 was used again to detect the bronchial beam from 
the original CT sequence, due to the excellent detection 
ability in the ablation experiment. The bronchial beam was 
bounded with detection boxes representing different clarity 
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Figure 1 A flowchart that shows the entire automatic evaluation process. (A) is the original CT image sequence. (B) is a CT image selected 
by YOLOv8, where the green bounding box contains the separated trachea. (C-E) are the tracheal carina CT image which has a spacing 
between slices of about 10mm relative to the YOLOv8 selected CT image get from (B). (F-H) are the CT image that combines U-Net 
with the area-based method to segment from (C-E), the white, green, and red region represent the convex, flat, and concave tracheal carina 
respectively. (I) is the CT sequence with bounding box detected by YOLOv8. (J-M) are the CT image predicted by combining YOLOv8 
with the score-based method, where the yellow, orange, pink, and red bounding box contains the visible, fuzzy, double shadow, and curly 
bronchial beam respectively. CT, computed tomography.



Su et al. An automatic IQA method for respiratory phase images2244

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2024;14(3):2240-2254 | https://dx.doi.org/10.21037/qims-23-1273

classifications. Then, the final clarity detection result was 
obtained through the score-based method. The above three 
DL-based models were used to teach machines to assess 
the image quality of respiratory phase CT images like an 
experienced radiologist.

Imaging protocol

All patients were scanned on a SIEMENS SOMATOM 
DEFINITION DUAL SOURCE CT scanner (manufacturer: 
SIEMENS) with a tube voltage of 120 kV and a tube current 

of 50–800 mA. The nominal slice thickness was 1 mm.

Data preparation and processing

Inspired by the anatomy of the trachea, carina and bronchi 
in the literature (31), a DL-based automatic IQA method 
for respiratory phase on CT chest images was proposed. 
After discussions of the annotation and rating standard for 
evaluating the sufficient degree of inspiration with a focus 
group that consisted of radiology residents, radiologists, 
and technicians, the annotation and rating standard are 
summarized in Table 1.

In this study, the CT chest images of 212 patients were 
used as the original dataset. Among them, 188 patients 
were employed for training the three models as follows: 
image selection model, semantic segmentation model, and 
detection model. The remaining 24 patients were used for 
the observer study, which aimed to validate the reliability 
of our IQA method. The ROIs in the CT chest images of 
all 212 patients were annotated manually as the ground 
truth by three radiologists (with five, eight, and ten years 
of experience in radiology, respectively) according to the 
criteria in Table 1.

The three models were trained and validated using 
168 patients and were tested using 20 patients. Thus, a 
total of 188 patients were used to determine the degree of 
inspiration. As shown in Table 2, we used 80 patients (mean 
age, 50±19.8 years; 46 males, 34 females) as the dataset 
for the image selection model, 53 patients (mean age,  
47.2±27.6 years; 31 males, 22 females) for the detection 
model, and 55 patients (mean age, 56.1±17.4 years; 27 males, 
28 females) for the segmentation model. To train all three 
models, determine the hyper-parameters of all three models, 
and evaluate the performance of all three models, we used the 
dataset split shown in Table 3.

A patient’s CT image with concave tracheal carina, 
double shadow, or curly bronchial beam was judged to be 
an insufficient inspiration. Thus, the sufficient degree of 
inspiration was determined to be sufficient (score: 20, 25) 
or insufficient (score: 0, 5, 10, 15) according to the rating 

Table 1 Annotation and rating standard 

Type Classification Score

Separated trachea – –

Tracheal carina Convex 10

Flat 5

Concave 0

Bronchial beam Visible 15

Fuzzy 10

Double shadow 5

Curly 0

Inspiration sufficient 
degree

Sufficient 20, 25

Insufficient 0, 5, 10, 15

Table 2 Patient's information (n=188) for the data sets used in 

the three models training 

n (%)
Gender, n (%)

Age (year)a

Male Female

Separated trachea n=80 46 (57.50) 34 (45.50) 50±19.8

Tracheal carina n=53 47.2±27.6

Convex 18 (33.96) 11 (61.11) 7 (38.89)

Flat 18 (33.96) 11 (61.11) 7 (38.89)

Concave 17 (32.08) 9 (52.94) 8 (47.06)

Bronchial beam n=55 56.1±17.4

Visible 10 (18.18) 7 (70.00) 3 (30.00)

Fuzzy 16 (29.09) 7 (43.75) 9 (56.25)

Double shadow 14 (25.45) 7 (50.00) 7 (50.00)

Curly 15 (27.27) 6 (40.00) 9 (60.00)
a, the data are presented in the table as mean ± standard deviation.

Table 3 Dataset split

Type Training set Validation set Testing set

Separated trachea 64 8 8

Tracheal carina 43 5 5

Bronchial beam 43 5 7
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standard as shown in Table 1. An independent test set of  
24 patients was used in the observer study, which consisted 
of 12 patients (mean age, 53.6±17.8 years; 7 males,  
5 females) of whom the inspiration was sufficient, and  
12 patients (mean age, 68.6±13.4 years; 5 males, 7 females) 
of whom the inspiration was insufficient. The details of 
the independent test set are shown in Table 4, and it should 
be noted that patients with sufficient inspiration led to 
possessing relatively high score classification, and those with 
insufficient inspiration led to possessing relatively low score 
classification in the judgment of tracheal carina morphology 
and bronchial beam clarity.

Due to limited computational resources, the images read 
from the digital imaging and communications in medicine 
(DICOM) files were resized according to the ‘Window 
Center’ tag and the ‘Window Width’ tag using window-
level algorithm (32) into 512×512 pixels. Afterward, data 
augmentation was performed in the preprocessing stage to 
improve the model robustness, which by multi-combination 
means as followed: (I) horizontal flipping, (II) random 
scaling, (III) random cropping and padding, (IV) perspective 

transformation, (V) gaussian noise, and (VI) gaussian blur. 
All methods are visualized in Figure 2.

After data augmentation of the raw image, an additional 
880 images, 294 images, and 720 images were generated 
for the image selection model, segmentation model and 
detection model, respectively.

Models training

In this study, YOLOv8 was used as the image selection 
model and detection model, while U-Net acted as the 
segmentation model. The transfer learning strategy was 
used on all the three models. The Common Objects in 
Context (COCO) (33) dataset is an extensive dataset 
for object recognition, segmentation, and labeling, and 
the weight pre-trained on it was used to train YOLOv8. 
The ImageNet (34) is an image database that uses the 
hierarchical structure of WordNet (35), and the weight 
pre-trained on it was used to train U-Net. All images were 
standardized before being fed into the model, by subtracting 
them with the mean and then dividing them by the standard 
deviation of the image.

Different strategies were employed to train different 
models. For training YOLOv8 and to improve the model 
robustness, a mosaic data augmentation was used with 
fifty percent probability, followed by using a mix up data 
augmentation on images with mosaic data augmentation 
being used, which had a fifty percent probability. The 
stochastic gradient descent (SGD) algorithm with an 
initial learning rate of 0.01 was used to minimize the 
binary-cross-entropy loss, the complete intersection over 
union (CIoU) (36) loss, and the distribution focal loss 
(DFL), it is worth noting that for all bounding boxes that 
were considered true positive must have a CIoU greater 
than or equal to 0.70. For training the U-Net, the adaptive 
moment estimation (ADAM) algorithm with an initial 
learning rate of 0.0001 was used to minimize the cross-
entropy loss and dice loss.

The segmentation model was trained using Tensorflow 
(version: 2.9.2, Google) while the selection and detection 
models were trained using Pytorch (version: 1.12.1, 
Facebook), and all of them were programmed in Python 
(version 3.10.6). The experiments were conducted on a 
workstation equipped with two NVIDIA RTX 2080Ti GPUs.

Determination of the sufficient degree of inspiration

An area-based approach was used to perform tracheal 

Table 4 Patient's information for the independent test set used in 
an observer study 

Parameters

Observer study (n=24)

P valueSufficient 
inspiration

Insufficient 
inspiration

Population 12 (50%) 12 (50%)

Age (years)a 53.6±17.8 68.6±13.4 0.029

Sex 1

Male 7 (58.3%) 5 (41.7%)

Female 5 (41.7%) 7 (58.3%)

Tracheal carina type 1

Convex 12 (100%) 0 (0%)

Flat 0 (0%) 9 (75%)

Concave 0 (0%) 3 (25%)

Bronchial beam type 1

Visible 6 (50%) 0 (0%)

Fuzzy 6 (50%) 5 (41.7%)

Double shadow 0 (0%) 4 (33.3%)

Curly 0 (0%) 3 (25.0%)
a, the data are presented in the table as mean ± standard 
deviation.
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Figure 2 The original CT image and its results after processing with different data augmentation methods. (A) is the original CT image, 
while (B), (C), (D), (E), (F), and (G) represent the image of (A) following horizontal flipping, random scaling, random cropping and padding, 
perspective transformation, gaussian noise and gaussian blur processing, respectively. CT, computed tomography.

carina classifications on the segmented images predicted by 
the segmentation model in the test set (the segmentation 
results are shown in Figure 3). Due to the possibility that 
there were morphological similarity between different 
classifications of tracheal carina, the segmentation model 
may predict multiple colors which represented different 
classifications for tracheal carina of which its morphology 
was difficult to distinguish, that kind of prediction result 

is shown in Figure 3H. Therefore, the classification of 
that tracheal carina can be determined by calculating the 
proportion of the area of each color area to the whole 
segmentation region area, which is calculated as:

( ) ( )
( )1

R i
i n

ii

A Cls
Cls

A Cls
=

=
∑ 	

[1]
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Figure 3 The segmentation results of tracheal carina which are segmented by the segmentation model. (A), (C), (E), and (G) are four CT 
images with tracheal carina selected from the continuous sequences of four patients. (B), (D), (F), and (H) are the predictive tracheal carina 
images by the segmentation model. White, green, and red represent convex, flat, and concave respectively. (H) is the predictive tracheal 
carina image, which contains two colors in the ROI and needs the area-based approach used to further classify. CT, computed tomography; 
ROI, region of interest.

where Ai(Cls) indicates the area of the classification region. 
Concretely, the tracheal carina has three morphological 
classifications, so n is set to 3 in Eq. [1]. i indicates 
the classification currently being calculated, and the 
classification corresponding to i is represented as i = {1: 
convex, 2: flat, 3: concave}. In detail, the number of pixels 
is used as an index to calculate the size of region area. 
After the Ri(Cls) of each classification is calculated, the 
morphology of tracheal carina will be classified as convex, 
flat, or concave when the largest value of Ri(Cls) is R1(Cls), 
R2(Cls), or R3(Cls), respectively.

A score-based approach combined with the detection 
model was used to perform bronchial beam classifications 
on each patient in the test set. Each patient had multiple 
CT images with bronchial beam, and experienced 
radiologists usually determine the patient’s bronchial beam 
classification by reviewing multiple images. Therefore, the 
prediction results of the detection model for the bronchial 
beam classification of a single CT image were not enough 
to be used as the patient’s bronchial beam classification. A 
comprehensive consideration of the results predicted by 

the detection model for all bronchial beam classifications 
on CT images was needed to determine the patient’s 
bronchial beam classification. The number of prediction 
boxes for categories in all CT images are calculated as 
follows:

( ) ( )
1

N
n

j
j

k V k
=

=∑
	

[2]

where Vj represents the number of predicted bounding 
boxes on the jth CT image, k = {1: Visible, 2: Fuzzy, 3: Double 
shadow, 4: Curly} since the clarity of the bronchial beam 
can be divided into four classifications. After calculating 
N, the classification corresponding to max (N (k)) will be 
determined as the final result for the patient.

The sufficient degree of inspiration of a patient can be 
determined through the comprehensive consideration of 
the above two approaches. The general application of the 
above two approaches are shown in Figure 1. It is worth 
noting that only images with a bounding box that reached 
CIoU greater than or equal to 0.92 were considered as 
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Figure 1B.

Evaluation and statistical analysis

To evaluate the performance of our method, patients in the 
independent test set were used for a blind test. First, the 
CT image sequence of the patient was input into the trained 
image selection model to obtain the CT image of the 
separated trachea and input into the trained detection model 
to obtain the bounding box containing the bronchial beam 
in all CT images. Subsequently, the CT image with tracheal 
carina was found based on the CT image of the separated 
trachea and then fed into the segmentation model to obtain 
the region of the tracheal carina. Finally, according to the 
area-based approach and score-based approach, the region 
was classified as convex, flat, or concave, and the bronchial 
beam of the patient was classified as visible, fuzzy, double 
shadow or curly.

To analyze the results of our method quantitatively, an 
observer study was conducted by testing on the independent 
test set, the details of this independent test set are shown in 
Table 4. Four blinded experienced radiologists participated 
in this observer study, they were not the same group of 
individuals as the three radiologists who manually annotated 
the ROIs in the CT chest images as ground truth, and 
all of them rated the score of the patient’s sufficient 
degree of inspiration respectively on the grounds of the 
rating standard shown in Table 1, and to acquire a more 
reliable result, the mean opinion score (MOS) of the four 
radiologists was used as the final rating result. Subsequently, 
to obtain a binary classification result according to the 
radiologist’s rating result, the sufficient degree of inspiration 
with ratings 0, 5, 10, and 15 were categorized into the 
inadequate group, and the other sufficient degree of 
inspiration were categorized into the adequate group. 

The recall, precision, and F1 Score were used as 
evaluation metrics for three models. Subsequently, 
the sensitivity, specificity, positive predictive value 
(PPV), negative predictive value (NPV), and accuracy 
were compared between our DL-based IQA method, 
radiologists, and ground truth. Finally, the Kappa value 
was to reflect the relevance of our DL-based IQA method, 
ground truth, and the MOS of the four radiologists. 
Kappa values within the ranges (0.60, 0.80] and (0.81, 1.00] 
were considered substantial agreement and almost perfect 
agreement, respectively. All statistical analyzes were 
performed on excel (version 11.1., KINGSOFT) and P 
values were obtained by t-test, and P<0.05 was considered 

a significant difference.

Results

The segmentation results and the detection results are 
shown in Figure 3 and Figure 4 respectively, the edges of 
the tracheal carina are clear and differentiate into three 
classifications as shown in Figure 3B,3D,3F, and all four 
classifications of the bronchial beam are detected clearly, and 
distinguished by different colored bounding boxes. Table 5  
shows the recall, precision, and F1 Score of the U-Net and 
YOLOv8. As shown in Table 5, the tracheal carina is well 
segmented by U-Net, with a recall of 90%, a precision of 
92%, and an F1 Score of 91%. The bronchial beam was 
detected by YOLOv8, and the same evaluation metrics were 
92%, 90%, and 91%, respectively.

Three confusion matrices were used to compare the 
similarities and differences in the evaluation results between 
this study’s DL-based IQA method, radiologists, and ground 
truth. Table 6 shows a series of evaluation metrics obtained 
by confusion matrices shown in Figure 5. The Kappa value 
indicated the high consistency of evaluation results, with 
0.83 between our DL-based IQA method and ground 
truth (P=0.93), 0.75 between radiologists and ground truth 
(P=0.67), and 0.75 between our DL-based IQA method and 
radiologists (P=0.75). Furthermore, the assessment accuracy 
of our method was 0.92, which was higher than that of the 
radiologists with 0.88, and the probability of making the 
same judgment as the radiologists was 0.88 on the test set. 
The P value reflected the difference in scores among all 
patients in the independent test set. For any pair of our 
DL-based IQA method, radiologists, and ground truth, a 
significance difference in the assessment scores between the 
two was considered when P value was less than 0.05.

Discussion

In this study, a DL-based IQA method has been proposed, 
where large public datasets which consisted of natural 
images such as COCO and ImageNet were used as pre-
trained data, which can improve the performance of the 
model to a certain extent.

Three DL-based models were used to evaluate the 
sufficient degree of inspiration of the patient after a CT 
chest examination, as shown in Figure 1. The image 
selection model was used to quickly select the visible image 
of the tracheal carina from a sequence of CT images, then 
the tracheal carina was segmented on the selected CT image 
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A
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B

D

Figure 4 The detection results of bronchial beam which are detected by the detection model. (A), (B), (C), and (D) is the CT image where 
the yellow, orange, pink, and red bounding box contains the visible, fuzzy, double shadow, and curly bronchial beam respectively. CT, 
computed tomography.

Table 5 The recall, precision, and F1 Score of segmentation 
model and detection model

Model Recalla Precisiona F1 Scorea

U-Net 0.90±0.09 0.92±0.07 0.91±0.05

YOLOv8 0.92±0.01 0.90±0.09 0.91±0.05
a, the data are presented in the table as mean ± standard deviation.

by using a segmentation model, and all the bronchial beams 
were detected on the sequence of CT images by using a 
detection model. In terms of model training, due to the 
lack of existing data, a series of data augmentation methods 
were used as shown in Figure 2. After data augmentation, 
additional data were obtained for model training, which 
can improve the performance and robustness of the model. 
For our method (DL-based IQA) to evaluate the quality of 
respiratory phase CT images like a radiologist, the patient’s 

sufficient degree of inspiration under clinical judgment was 
employed as the golden standard, whereby two approaches 
(i.e., area-based approach and score-based approach) were 
used to process the results of the segmentation model 
and the detection model and a rating score was provided. 
The proposed DL-based IQA method is end-to-end and 
the whole procedure is automated, which can reduce the 
radiologist’s workload, and the comparison in Table 6 shows 
that it can save time without losing the accuracy of image 
quality assessment.

The recall, precision, and F1 Score in Table 5 shows that 
this study achieved excellent segmentation performance 
in the task of tracheal carina segmentation. The primary 
reason behind this is that the morphology of trachea 
carina is relatively simple, which enables the model to 
better learn the feature region parameters. However, due 
to the similarities between different morphologies of the 
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Figure 5 Three confusion matrices that compare the similarities and differences in evaluation results between our DL-based IQA method, 
radiologists, and ground truth. DL, deep learning; IQA, image quality assessment.

Table 6 The sensitivity, specificity, PPV, NPV, accuracy, Kappa value, and P value of three confusion matrices, respectively 

Confusion matrix Sensitivity Specificity PPV NPV Accuracy Kappa value P value

DL-based IQA method vs. ground truth 0.92 0.92 0.92 0.92 0.92 0.83 0.93

Radiologists vs. ground truth 0.92 0.83 0.85 0.91 0.88 0.75 0.67

DL-based IQA method vs. radiologists 0.85 0.91 0.92 0.83 0.88 0.75 0.75

PPV, positive predictive value; NPV, negative predictive value; DL, deep learning; IQA, image quality assessment.
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Figure 6 An uncertain predictive result that contains two colors in the ROI and needs the area-based approach used to further classification. 
(A) is the CT image with tracheal carina from the continuous sequence of a patient, while (B) is a visualization consisting of the predicted 
result of the segmentation model combined with (A). (C) is an enlarged view of the predictive result. It is worth noting that the green region 
represents flat classification, while the white region represents convex classification. ROI, region of interest; CT, computed tomography.

trachea carina, it could lead to some errors. In particular, 
as Figure 6A shows, due to the ambiguous morphology 
of the tracheal carina, the model’s prediction results were 
uncertain, as seen in Figure 6B,6C. To address this issue, an 
area-based approach was proposed, and it turned out that 

this successfully avoided the ambiguity of tracheal carina’s 
morphology from affecting our final evaluation results.

The performance of models reflects the accuracy of our 
IQA method to a certain extent, the recall, precision, and F1 
Score were calculated to evaluate the performance of two 

A B C
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main models (i.e., segmentation model and detection model) 
which are shown in Table 5. The two approaches (i.e., area-
based approach and score-based approach) we proposed 
were used to finalize the evaluation results of the model. 
Image quality assessment is still a subjective problem and 
there is no unique standard for evaluating whether medical 
images can be used for clinical diagnosis until now (37).  
Therefore, an observer study on independent test set was 
conducted to validate the reliability of our IQA method, 
and due to human limitations such as fatigue, perceptual 
biases, and cognitive biases, even experienced radiologists 
make mistakes in evaluation (38), thus the MOS was used 
to acquire more reliable reference standard radiologists. A 
multi-angle analysis is conducive to proving a conclusion 
and discovering a problem. To this end, with the rating 
scores given by the radiologists, three confusion matrices 
as shown in Figure 5 were constructed and a series of 
evaluation metrics (i.e., sensitivity, specificity, PPV, NPV, 
accuracy, Kappa value, P value) were calculated as shown 
in Table 6. In comparison to the ground truth, our DL-
based IQA method achieved a Kappa value of 0.83 and a 
P value of 0.93, while the radiologists achieved a Kappa 
value of 0.75 and a P value of 0.67, respectively. Since 
a P value less than 0.05 was considered as significance 
difference, our DL-based IQA method and the radiologists 
did not show significant difference from the ground truth. 
However, the larger P value of our DL-based IQA method 
(0.26 difference) compared to radiologists suggests that 
the agreement of our DL-based IQA method might be 
superior to that of radiologists. The Kappa value supported 
our hypothesis, as it fell within the ranges of (0.60, 0.80] 
and (0.81, 1.00] and therefore were considered substantial 
agreement and almost perfect agreement, respectively. 
Therefore, our DL-based IQA method exhibited almost 
perfect agreement with the ground truth (Kappa value of 

0.83), while radiologists demonstrated only substantial 
agreement with the ground truth (Kappa value of 0.75). It 
is worth noting that our DL-based IQA method exhibited 
superior evaluation capabilities compared to radiologists in 
our independent test set, and this performance is notably 
commendable. However, it is important to acknowledge 
that the independent test set utilized in this study consisted 
of data from only 24 patients, which can be considered 
relatively small. Therefore, the evaluation capabilities of 
our DL-based IQA method have only been validated on a 
limited dataset. To obtain more convincing verification, it 
would be beneficial to test our method on a larger dataset.

Although Poggenborg et al. (24) had an assessment 
of inspiration, the study mainly showed a relatively large 
improvement of 28% in images with optimal collimation, 
and only had a relatively improvement of 4% in images with 
optimal inspiration. There was no obvious improvement in 
selecting the CT images with optimal inspiration compared 
to manual assessment by radiologists. Azour et al. (13) 
proposed a quantitative and easily reproducible metric 
to quantitatively measure the change in lung volume 
between inspiratory and expiratory phase CT images, 
which reflected the sufficient degree of inspiration. The 
metric proposed by Azour et al. (13) divided tracheal carina 
morphologies into three categories. Based on the three 
classifications of tracheal carina morphologies, the tracheal 
carina morphologies under different sufficient agreement 
of inspiration were defined as convex, flat, and concave, 
which further verified the reliability of the method used 
in this study to assess tracheal carina morphologies. It is 
important to note that there is no literature to automate 
this classification method, therefore, our study is also 
groundbreaking. Deep learning-based methods were used 
to achieve automation, and an ablation experiment was 
conducted to compare and analyze the evaluation effect of 
multiple DL models, to obtain the DL model with the best 
effect. As shown in Table 7, the same configured dataset 
was used to train and test five detection models, and the 
faster R-CNN, CenterNet, RetinaNet, and YOLOv7 were 
compared with the YOLOv8 which we finally used. Among 
the many anchor-based detectors, R-CNN series (39-41) is 
featured in two-stage detectors, and the faster R-CNN (41) 
is the newest model structure with the best performance 
in R-CNN series, but it performed poorly in the ablation 
experiment. As mentioned above, YOLO series plays an 
important role in one-stage detectors, but the performance 
of YOLOv7 in the ablation experiment was dissatisfactory, 
while YOLOv8 showed the best performance than others. 

Table 7 The recall, precision, and F1 Score of different 
detection model 

Model Recalla Precisiona F1 Scorea

Faster R-CNN 0.44±0.15 0.37±0.04 0.40±0.09

CenterNet 0.36±0.25 0.60±0.43 0.44±0.29

RetinaNet 0.88±0.03 0.86±0.07 0.87±0.03

YOLOv7 0.62±0.09 0.63±0.10 0.62±0.10

YOLOv8 0.92±0.01 0.90±0.09 0.91±0.05
a, the data are presented in the table as mean ± standard 
deviation. CNN, convolutional neural network.
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The RetinaNet (42) and CenterNet (43) are also one-stage 
detectors, the performance of RetinaNet was second only to 
YOLOv8, but CenterNet had the worst performance with 
high standard deviation in the ablation experiment, which 
we would rather not see. Our ablation experiment indicated 
that the YOLOv8 had a good detection ability in detecting 
the bronchial beam in our study.

The automatic DL-based IQA method also has some 
limitations. First, although our IQA method had an 
excellent performance in this study, in the era of rapid 
development of artificial intelligence, our IQA method 
still needs further development to improve deep learning 
models for even better performance, and only six models 
had been assessed in this study, there may be better models 
that we have not tried. Secondly, the patients that formed 
part of the study, their medical conditions/diseases relating 
to their respiratory system were not considered. Normally 
if a patient has severe respiratory diseases, a patient’s 
breathing ability to some extent is affected negatively, 
which makes their inspiratory adequacy worse than healthy 
people, and it is not necessarily that they did not follow 
the breathing instructions for the CT chest examination. 
Thirdly, the number of patients used in this study to train 
the three models was relatively small and the positive and 
negative samples were not well balanced, although some 
data augmentation techniques were used to make up for 
this, the performance of the three models did not surpass 
that of training with the original data. Furthermore, the 
number of patients used to validate the performance of 
our DL-based IQA method was small, although our IQA 
method performed well in it, it is no doubt that performing 
well on a larger test data set will make our IQA method 
more trustworthy. Lastly, the labels (i.e., ROIs manually 
annotated as the ground truth) were based on subjective 
human assessment, although an annotated group consisting 
of three radiologists with different experiences was formed 
for the purpose of obtaining a more robust label, there may 
be different opinions for anyone but these three. For future 
research studies more evenly distributed data should be 
collected, and the patient’s disease relating to the respiratory 
system should be considered. The annotation opinions of 
more experts should also be taken into account, to increase 
the robustness of the IQA method, and to adopt diverse 
strategies to enhance the performance of our IQA method.

Conclusions

In conclusion, our proposed DL-based IQA method in this 

study demonstrates an assessment accuracy of 0.92, a Kappa 
value of 0.83, and a P value of 0.93 on the independent 
test set. These results indicate that it exhibits excellent 
assessment capabilities, offering significant clinical relevance 
for evaluating the quality of respiratory phase images in CT 
chest. Moreover, it has the potential to reduce the workload 
of radiologists.
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