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Background: It is crucial to distinguish unstable from stable intracranial aneurysms (IAs) as early as 
possible to derive optimal clinical decision-making for further treatment or follow-up. The aim of this study 
was to investigate the value of a deep learning model (DLM) in identifying unstable IAs from computed 
tomography angiography (CTA) images and to compare its discriminatory ability with that of a conventional 
logistic regression model (LRM).
Methods: From August 2011 to May 2021, a total of 1,049 patients with 681 unstable IAs and 556 stable 
IAs were retrospectively analyzed. IAs were randomly divided into training (64%), internal validation (16%), 
and test sets (20%). Convolutional neural network (CNN) analysis and conventional logistic regression (LR) 
were used to predict which IAs were unstable. The area under the curve (AUC), sensitivity, specificity and 
accuracy were calculated to evaluate the discriminating ability of the models. One hundred and ninety-seven 
patients with 229 IAs from Banan Hospital were used for external validation sets.
Results: The conventional LRM showed 11 unstable risk factors, including clinical and IA characteristics. 
The LRM had an AUC of 0.963 [95% confidence interval (CI): 0.941–0.986], a sensitivity, specificity and 
accuracy on the external validation set of 0.922, 0.906, and 0.913, respectively, in predicting unstable IAs. In 
predicting unstable IAs, the DLM had an AUC of 0.771 (95% CI: 0.582–0.960), a sensitivity, specificity and 
accuracy on the external validation set of 0.694, 0.929, and 0.782, respectively. 
Conclusions: The CNN-based DLM applied to CTA images did not outperform the conventional LRM 
in predicting unstable IAs. The patient clinical and IA morphological parameters remain critical factors for 
ensuring IA stability. Further studies are needed to enhance the diagnostic accuracy.
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Introduction

As imaging diagnostic technology has advanced, more 
intracranial aneurysms (IAs) have been diagnosed (1). 
Although ultrahigh field magnetic resonance imaging is a 
powerful diagnostic tool for differentiating true small IAs 
from normal anatomical variants (2), computed tomography 
angiography (CTA) remains the first-line imaging modality 
due to its more widespread availability. IAs can rupture, 
resulting in subarachnoid hemorrhage (SAH) and significant 
morbidity and mortality (3). Although endovascular therapy 
(EVT) or neurosurgical therapy (NST) can prevent the 
rupture of unruptured IAs, postoperative complications 
(e.g., cerebral infarction and intracerebral hemorrhage) can 
lead to poor outcomes (4,5). At present, the management 
of unruptured IAs is still controversial. The progression of 
IAs is correlated with hypertension, age, earlier SAH, size, 
location, and shape (PHAESE score) (6-8) and results in a 
higher risk of rupture, in which case the IA is defined as an 
unstable IA (9). Thus, it is crucial to distinguish unstable 
from stable IAs as early as possible to derive optimal clinical 
decision-making for further treatment or follow-up.

Many previous studies used conventional logistic 
regression (LR) and the PHAESE score system to 
discriminate IA stability based on patient clinical and IA 
morphological features. However, their discriminatory 
abilities have not been satisfactory. For example, Foreman 
et al. and Pagiola et al. showed that most SAH patients had 
low PHAESE scores (≤5) (10,11), which indicated that the 
PHAESE score is not useful in daily clinical practice. With 
the continuous development of artificial intelligence (AI), 
some machine learning models have performed better than 
conventional LR and the PHAESE score method (12-14). 
Even so, a recent multicenter study indicated that machine 
learning models did not outperform conventional LR in 
predicting the future rupture status of unruptured IAs (15). 

Deep learning models (DLMs) have shown significant 
potential for lesion detection and analysis of medical 
imaging in different specialties (16). Convolutional 
neural networks (CNNs) are a subset of DLMs, and they 
are particularly well suited for image feature selection, 
classification and segmentation (17). CNNs can interpret 
medical images objectively. Several previous studies used 
CNNs to detect and segment IAs (18-20), which suggested 
that DLMs could help clinicians detect IAs earlier and 
more sensitively. However, few studies have focused on the 
identification of unstable IAs based on DLMs from CTA 
images. Hence, the aim of this study is to construct a CNN-

based DLM to distinguish unstable IAs from CTA images 
and compare discriminatory ability with a conventional 
logistic regression model (LRM) and to help clinicians 
make more appropriate decisions for patients with IAs. 
We present this article in accordance with the TRIPOD 
reporting checklist (available at https://qims.amegroups.
com/article/view/10.21037/qims-23-1732/rc).

Methods

Patients

The study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013). The local 
ethics committees approved this retrospective study 
(Banan Hospital, approval No. 2021015; Xinqiao Hospital, 
approval No. 202248201). Individual consent for this 
retrospective analysis was waived. The clinical and imaging 
data of patients with IAs at our participating centers 
(Xinqiao Hospital and Banan Hospital) from August 2011 
to May 2021 were retrospectively analyzed. The inclusion 
criteria for this study were (I) age ≥18 years; (II) diagnosis 
of saccular IAs; and (III) complete clinical and imaging 
data. The exclusion criteria were (I) diagnosis of fusiform, 
dissection, traumatic, or infectious IAs; (II) IA complicated 
with other vascular diseases (such as vascular malformations 
and moyamoya disease); (III) lack of complete clinical or 
imaging data; and (IV) surgical or interventional procedures 
performed before CTA examination. 

All IAs that met the above inclusion criteria were 
ultimately divided into two groups: stable IAs and unstable 
IAs. Following previous studies (6,7,21-23), the IAs were 
diagnosed as unstable IAs if they met the following criteria: 
(I) history of SAH due to ruptured but untreated, (II) 
rupture or growth (the increase in any size to ≥1 mm) or 
shape change (e.g., formation of blebs and lobes) during 
follow-up, and (III) neurological symptoms associated with 
the IA (e.g., sudden headache, blepharoptosis). Of note, 
ruptured IAs were collected and defined as the unstable 
group because such IAs are more prone to rebleed. When 
a patient had multiple IAs, the ruptured IA was confirmed 
based on the nonenhanced computed tomography (CT), 
angiographic, or operative findings. For patients with 
multiple unruptured IAs and neurological symptoms, 
the largest one was identified as the responsible IA. The 
remaining IAs, which were detected incidentally, were 
followed for ≥3 months via CTA or magnetic resonance 
angiography (MRA) and diagnosed as stable IAs. The 

https://qims.amegroups.com/article/view/10.21037/qims-23-1732/rc
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lntracranial arterial CTA between 2011.08 and 2021.05

Individuals with IAs, n=1,783 Exclusion criteria:
(I)	 age <18 years (n=27)
(II)	 nonsaccular (n=299)
(III)	with other vascular diseases (n=103)
(IV)	missing data or poor image quality (n=249)
(V)	 surgical or interventional procedures performed 

before CTA examination (n=56)
1,049 individuals with 1,237 IAs

(I)	 History of subarachnoid hemorrhage 
(n=25)

(II)	 IAs with rupture (n=445) or growth 
(n=124) or shape change (n=48)

(III)	Neurological symptoms associated 
with the IAs (n=500)

Unstable IAs (n=681) Stable IAs (n=556)

Figure 1 Flow chart of the inclusion process for patients with intracranial aneurysms. Ninety-three IAs presented with changes in size, 
shape, or clinical symptoms simultaneously. CTA, computed tomography angiography; IAs, intracranial aneurysms.

patient inclusion flow chart is displayed in Figure 1. 
Notably, 93 IAs presented with changes in size, shape, 
or clinical symptoms simultaneously. Patient clinical 
characteristics, such as age, sex, alcohol consumption, 
smoking, hypertension, diabetes mellitus, cerebrovascular 
sclerosis, heart disease, history of aneurysmal SAH and 
multiplicity, were collected. Finally, a total of 1,237 IAs 
(681 unstable IAs and 556 stable IAs) from 1,049 patients 
(Xinqiao Hospital) were selected for this study (Tables 1,2).

An independent data set from another Hospital (Banan 
Hospital) was used for external validation. This set included 
197 patients and 229 IAs, which contained 106 unstable IAs 
and 123 stable IAs (Tables S1,S2).

Acquisition of aneurysm parameters

All CTA images were obtained with a 64-channel 
multidetector CT scanner (LightSpeed VCT 64 or 
Revolution 64, GE Medical Systems, Milwaukee, WI, 
USA). Both the slice thickness and reconstruction interval 
were 0.625 mm. The acquired images were transferred to 
the GE Advantage workstation (Advantage Windows 4.5), 
where 3D volume renderings (VRs) and maximum-intensity 
projections (MIPs) were generated. According to published 
definitions, morphological parameters were measured 

directly from 3D CTA images (6,22). All images were 
reviewed independently by two neuroradiologists with 10 
and 20 years of experience. Continuous data were calculated 
as the means; to conduct subsequent statistical analysis, any 
differences in categorical data between the two readers were 
re-evaluated by a third reader (with 25 years of experience 
in neuroradiology).

We obtained 17 parameters from the CTA image of 
each IA: multiplicity; the location of the IA [internal 
carotid artery (ICA), middle cerebral artery (MCA), 
anterior cerebral artery (ACA), anterior communicating 
artery (ACoA), posterior communicating artery (PCoA), 
and posterior circulation artery (PCA)]; the origin of the 
IA (sidewall or bifurcation type); the shape of the IA (simple 
or irregular: an IA with a lobular or daughter sac was 
defined as having an irregular shape); the size of the IA (neck 
width, depth, width, height, maximum size); four secondary 
geometric morphology indices: aspect ratio (AR, depth/
neck width), size ratio (SR, depth/parent artery diameter), 
depth-to-width ratio (DW, depth/width) and bottleneck 
factor (BF, width/neck width); and parameters related to 
the parent artery, including the parent artery diameter, 
mean artery diameter and the flow angle (FA). These 
parameters have been described clearly in previous studies 
(6,12,22).

https://cdn.amegroups.cn/static/public/QIMS-23-1732-Supplementary.pdf
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Table 1 Characteristics of patients in stable and unstable groups 

Patients clinical information Unstable (n=647) Stable (n=402) P

Female (%) 411 (63.5) 236 (58.7) 0.133

Age (years, mean ± SD) 57.15±12.60 60.19±12.35 <0.001

Hypertension (%) 269 (41.6) 185 (46.0) 0.159

Heart disease (%) 36 (5.6) 54 (13.4) <0.001

Diabetes mellitus (%) 30 (4.6) 43 (10.7) <0.001

Cerebrovascular sclerosis (%) 61 (9.4) 96 (23.9) <0.001

Alcohol consumption (%) 136 (21.0) 81 (20.1) 0.754

Smoking (%) 165 (25.5) 103 (25.6) >0.99

SAH history (%) 22 (3.4) 13 (3.2) >0.99

SD, standard deviation; SAH, subarachnoid hemorrhage.

Table 2 Characteristics of intracranial aneurysms in stable and unstable groups

Aneurysms parameters Unstable (n=681) Stable (n=556) P

Location (%)

ACoA 178 (26.1) 43 (7.7) <0.001

ACA 37 (5.4) 19 (3.4) 0.1

MCA 109 (16.0) 99 (17.8) 0.402

PCoA 241 (35.4) 76 (13.7) <0.001

ICA 80 (11.7) 309 (55.6) <0.001

PCA 36 (5.3) 10 (1.8) 0.001

Multiple aneurysms (%) 154 (22.6) 193 (34.7) <0.001

Bifurcation (%) 444 (65.2) 183 (32.9) <0.001

Irregular shape (%) 450 (66.1) 32 (5.8) <0.001

Daughter sac (%) 303 (44.5) 18 (3.2) <0.001

Neck width (mm) 5.03±2.23 4.07±1.13 <0.001

Height (mm) 6.56±3.62 3.23±1.14 <0.001

Depth (mm) 7.16±3.82 3.42±1.24 <0.001

Width (mm) 6.49±4.05 3.64±1.26 <0.001

Maximum size (mm) 8.45±4.24 4.47±1.44 <0.001

Parent artery diameter (mm) 3.34±0.86 4.00±0.92 <0.001

Mean artery diameter (mm) 3.03±0.81 3.72±0.92 <0.001

AR 1.48±0.62 0.85±0.24 <0.001

DW 1.19±0.38 0.96±0.22 <0.001

BF 1.30±0.52 0.89±0.18 <0.001

SR 2.46±1.35 0.95±0.37 <0.001

FA 121.00±25.28 102.37±28.46 <0.001

Data are represented as mean ± standard deviation. ACoA, anterior communicating artery; ACA, anterior cerebral artery; MCA, middle 
cerebral artery; PCoA, posterior communicating artery; ICA, internal carotid artery; PCA, posterior circulation artery; AR, aspect ratio; DW, 
depth-to-width ratio; BF, bottleneck factor; SR, size ratio; FA, flow angle.
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Image preprocessing and splitting for deep learning

Each IA was defined as a region of interest (ROI), and two 
neuroradiologists who were aware of the patient’s actual 
diagnosis independently and manually annotated the 
aneurysm contours layer-by-layer on CTA images using the 
Dr. Wise Multimodal Research Platform (https://keyan.
deepwise.com). If these two annotations differed, a third 
radiologist with 25 years of working experience joined the 
discussion to determine the final annotation (mask).

To accurately crop the ROI image, we performed the 
following preprocessing operations. First, we adjusted 
the delineated CT image window width and level to (400, 
1,000). Then, we positioned the ROI according to the mask 
(aneurysm outline) and selected the lesions in the middle 
layer.

After image segmentation, the final dataset included 
1,237 images, which were randomly divided into training 
[n=795 (64%), 352 stable and 443 unstable IAs], internal 
validation [n=204 (16%), 93 stable and 111 unstable IAs], 
and testing sets [n=238 (19%), 111 stable and 127 unstable 
IAs]. There was no duplication of data among between the 
three sets.

Deep learning algorithm 

T h e  m o d e l i n g  p r o c e s s  w a s  d i v i d e d  i n t o  i m a g e 
preprocessing, feature extraction and classification. For 
image preprocessing, we first resized all images to a fixed 
scale of 112×112 (this specific size could contain most IA 
sizes: for IAs with maximum slices larger than this size, the 
IA image was scaled to match the image size). Considering 
the computational constraints of the model, the maximum 
slices of IA images were used for two-dimensional (2D) 
modeling. Then, to increase the amount of data and 
improve the utilization of the training data set, we applied 
random horizontal flip, random vertical flip and random 
rotation by 30 degrees. For model training, we chose 
the classic CNN model, a residual pretrained network 
(ResNet-34). In the process of training the model, the 
parameters were updated. The output size was changed to 2 
to match the number of classes. 

When training, we set the batch size to 128 and the 
initial learning rate to 0.001. The number of epochs for 
model iteration was 500. The CrossEntropyLoss function 
was used to calculate the loss between the prediction result 
of the model and the real class. The Adam optimization 
algorithm was used to iteratively update the neural network 

weights. The initial values of the weights were randomly 
selected from a uniform distribution, and the bias was 
initialized to 0. The model with the highest accuracy values 
within 500 training epochs was chosen as the final model to 
output classification predictions. 

Statistical analysis

Clinical information and morphological parameters
All statistical analyses of patient clinical information and 
IA morphological parameters were performed using SPSS 
software (version 25.0, Chicago, IL, USA). Continuous 
variables were reported as the mean ± standard deviation. 
Categorical variables are presented as numbers (%). One-
way analysis of variance or the Kruskal-Wallis H test was 
used to compare quantitative variables, and the Chi-square 
test was used to compare qualitative variables between 
the training, internal validation and testing sets. Multiple 
comparison correction was performed by Bonferroni 
correction. When comparing the stable and unstable 
groups, the two-tailed t-test or the Mann-Whitney U test 
was used for quantitative variables, and the Chi-square 
test was used for qualitative variables. P<0.05 indicated 
statistical significance. 

Model effect evaluation 
For LRM, the clinical and IA variables with P<0.05 were 
further selected for multiple LR analysis. The forward 
conditional stepwise method was used to calculate the 
independent risk factors, and the assignment score of these 
independent risk factors depended on the β coefficient. For 
DLM, statistical analysis was performed using “SciPy.stats”, 
an open-source package of Python (24). To evaluate the 
discriminating ability of the model, we computed different 
indicators: accuracy, sensitivity, specificity and area under 
the curve (AUC). We drew the calibration curve to observe 
whether the predicted probability of the classification 
model was close to the true probability and used the clinical 
decision curve to measure the clinical practical value.

Results

Characteristics of patients and IAs

The clinical characteristics of the subjects and the 
morphological parameters of the IAs in the stable and 
unstable groups are summarized in Tables 1,2. The groups 
differed significantly in age, with the unstable group being 

https://keyan.deepwise.com
https://keyan.deepwise.com
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Table 3 Multiple logistic regression analysis for stable and unstable intracranial aneurysms 

Variable
Univariate analysis Multivariate analysis

β OR (95% CI) P β OR (95% CI) P

Heart disease −0.835 0.434 (0.285–0.661) <0.001 −0.745 0.475 (0.237–0.953) 0.036

Cerebrovascular sclerosis −0.986 0.373 (0.269–0.517) <0.001 −1.402 0.246 (0.135–0.447) <0.001

Location

ACoA 1.440 4.222 (2.960–6.021) <0.001 1.084 2.956 (1.492–5.858) 0.002

PCoA 1.241 3.459 (2.592–4.616) <0.001 1.127 3.087 (1.608–5.925) 0.001

ICA −2.241 0.106 (0.080–0.142) <0.001 −1.060 0.346 (0.151–0.794) 0.012

Multiple aneurysms −0.599 0.550 (0.428–0.706) <0.001 −0.797 0.451 (0.278–0.731) 0.001

Bifurcation 1.340 3.818 (3.013–4.840) <0.001 1.212 3.359 (1.868–6.042) <0.001

Irregular shape 3.463 31.899 (21.585–47.141) <0.001 1.782 5.944 (3.368–10.490) <0.001

Maximum size 0.816 2.260 (2.055–2.487) <0.001 0.722 2.059 (1.755–2.415) <0.001

Parent artery diameter −0.825 0.438 (0.381–0.504) <0.001 −0.878 0.415 (0.290–0.596) <0.001

AR 4.633 102.860 (59.572–177.601) <0.001 2.626 13.820 (6.414–29.775) <0.001

β, partial regression coefficient; OR, odds ratio; CI, confidence interval; ACoA, anterior communicating artery; PCoA, posterior 
communicating artery; ICA, internal carotid artery; AR, aspect ratio.

younger (P<0.001). Heart disease, diabetes mellitus and 
cerebrovascular sclerosis were more common in the stable 
group (P<0.001). 

Most morphological parameters were correlated with 
IA stability. The location of the IAs was associated with 
their stability: unstable IAs were more often located in the 
ACoA, PCoA and PCAs (P<0.001, P<0.001, and P=0.001, 
respectively), and stable IAs were more often located in 
the ICA (P<0.001). Compared with the unstable group, 
multiple IAs were more common in the stable group (22.6% 
vs. 34.7%). IA located at the bifurcation, with an irregular 
shape and daughter sac, was more common in the unstable 
group than in the stable group (P<0.001). Except for parent 
artery diameters and mean artery diameters, other manual 
parameters in the unstable group were larger than those in 
the stable group (P<0.001). 

For the external validation set, cerebrovascular sclerosis 
was mildly more common in the stable group (P=0.049); 
unstable IAs were more often located in the ACoA, 
bifurcation, with an irregular shape and daughter sac than 
stable IAs. Similarly, except for parent artery diameters and 
mean artery diameters, other manual parameters in the 
unstable group were larger than those in the stable group 
(P<0.001). 

Diagnostic performance of the LRM

Based on forward conditional stepwise LR analysis, the 
model showed that patients with heart disease, cerebral 
atherosclerosis, multiple IAs, IAs at the ICA and a large 
parent artery diameter tended to be associated with stable 
IA. Whereas IAs located at the ACoA, or PCoA; located at 
the bifurcation; those with an irregular shape; with a large 
maximum size and a high AR tended to be unstable IAs 
(Table 3). The cutoff values of the parent artery diameter, 
maximum size and AR were 3.53, 6.15, and 1.13 mm,  
respectively, which were calculated by the receiver 
operating characteristic (ROC) curve with the maximum 
Youden’s index. According to the β coefficient and presence 
or absence of these factors, a predictive scoring model was 
established as follows: total predictive score = heart disease 
(−0.7/0) + cerebral atherosclerosis (−1.4/0) + multiple IAs 
(−0.8/0) + IAs at the ICA (−1.1/0), ACoA (1.1/0), or PCoA 
score (1.1/0) + located at the bifurcation (1.2/0) + irregular 
shape (1.8/0) + parent artery diameter (>3.53 mm, −0.9/0) 
+ maximum size (>6.15 mm, 0.7/0) + AR (>1.13, 2.6/0). 
The total predictive score ranged ranging from −4.9 to 
8.5 points, the cutoff value of this score was 1.75 on the 
basis of maximum Youden’s index, the AUC was 0.945, 
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Table 4 The AUC, sensitivity, specificity and diagnostic accuracy rate of the LRM in identifying unstable IAs 

Data sets AUC (95% CI) Sensitivity Specificity Accuracy

Training + validation + test set 0.945 (0.934–0.957) 0.709 0.885 0.867

External validation set 0.963 (0.941–0.986) 0.922 0.906 0.913

AUC, area under the curve; LRM, logistic regression model; IA, intracranial aneurysm; CI, confidence interval.

Table 5 Characteristics of patients in training, internal validation, and test set 

Patients clinical information Training set (n=669) Internal validation set (n=170) Testing set (n=210) P

Female (%) 413 (61.7) 111 (65.3) 113 (53.8) 0.052

Age (years, mean ± SD) 58.31±12.33 57.12±12.17 59.29±13.66 0.824

Hypertension (%) 285 (42.6) 73 (42.9) 96 (45.7) 0.719

Heart disease (%) 57 (8.5) 16 (9.4) 17 (8.1) 0.839

Diabetes mellitus (%) 41 (6.1) 14 (8.2) 18 (8.6) 0.320

Cerebrovascular sclerosis (%) 93 (13.9) 20 (11.8) 44 (21.0) 0.024

Alcohol consumption (%) 141 (21.1) 37 (21.8) 39 (18.6) 0.69

Smoking (%) 177 (26.5) 45 (26.5) 46 (21.9) 0.397

SAH history (%) 21 (3.1) 7 (4.1) 7 (3.3) 0.773

SD, standard deviation; SAH, subarachnoid hemorrhage.
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Figure 2 ROC curve showing the diagnostic accuracy of the 
logistic regression model score for the prediction of intracranial 
aneurysm stability. ROC, receiver operating characteristic; AUC, 
area under the curve; CI, confidence interval.

and the sensitivity, specificity and diagnostic accuracy for 
the detection of unstable IAs were 0.709, 0.885, and 0.867, 
respectively (Figure 2 and Table 4).

For the external validation set, we applied the predictive 
score (1.75) in 229 IAs and found that the sensitivity, 
specificity, and diagnostic accuracy were 0.922, 0.906, and 
0.913, respectively (Table 4).

Diagnostic performance of the DLM

The model training was based on PyTorch framework 
1.7.0, an NVIDIA TITAN XP GPU and 12 GB memory, 
and the whole process lasted for 40 h. Except for cerebral 
atherosclerosis, there were no significant differences in 
the clinical characteristics or morphological parameters 
of IAs between the training set, validation set, and test set  
(Tables 5,6). 

The AUCs of the final model on the training, validation, 
and testing sets were 0.939, 0.894, and 0.864, respectively 
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(Figure 3). The optimal cutoff value of the training set 
was 0.441. The sensitivity, specificity and accuracy on 
the training set, internal validation set and testing set are 
listed in Table 7. The calibration curve showed that the 
predictive models overestimated the risk of disease to 
some extent, but the overall picture was approximately the 
same (Figure 4). The decision curve analysis showed that 
the classification model would bring more benefit than 
treating none or treating all most frequently when the risk 
threshold probability ranged from approximately 35% to 
80% (Figure 5).

We applied the predictive score (0.441) in the external 

validation set and found that the sensitivity, specificity and 
accuracy for the diagnosis of unstable IA were 0.694, 0.929, 
and 0.782, respectively (Table 7). 

Discussion

In this study, we developed two models using conventional 
LR and deep learning methods for the predicting stability 
of IAs based on CTA images, which were validated by 
an external validation set. The LRM results showed that 
heart disease, cerebral atherosclerosis, multiple IAs, IAs 
at the ICA, ACoA, or PCoA, located at the bifurcation, 

Table 6 Characteristics of intracranial aneurysms in training, internal validation, and test set 

Aneurysms parameters Training set (n=795) Internal validation set (n=204) Testing set (n=238) P

Location (%)

ACoA 137 (17.2) 48 (23.5) 36 (15.1) 0.054

ACA 36 (4.5) 5 (2.5) 15 (6.3) 0.157

MCA 126 (15.8) 33 (16.2) 49 (20.6) 0.227

PCoA 204 (25.7) 54 (26.5) 59 (24.8) 0.906

ICA 260 (32.7) 59 (28.9) 70 (29.4) 0.469

PCA 32 (4.0) 5 (2.5) 9 (3.8) 0.638

Multiple aneurysms (%) 230 (28.9) 62 (30.4) 55 (23.1) 0.154

Bifurcation (%) 394 (49.6) 107 (52.5) 126 (52.9) 0.546

Irregular shape (%) 304 (38.2) 86 (42.2) 92 (38.7) 0.556

Daughter sac (%) 210 (26.4) 60 (29.4) 51 (21.4) 0.131

Neck width (mm) 4.62±1.88 4.45±1.66 4.63±2.07 0.910

Height (mm) 5.15±3.23 4.88±2.86 4.94±3.57 0.265

Depth (mm) 5.57±3.50 5.30±3.11 5.34±3.74 0.203

Width (mm) 5.29±3.36 4.99±3.06 5.14±3.89 0.478

Maximum size (mm) 6.74±3.82 6.48±3.51 6.55±4.18 0.321

Parent artery diameter (mm) 3.65± 0.94 3.60±0.97 3.64±0.96 0.818

Mean artery diameter (mm) 3.36±0.91 3.32±0.93 3.31±0.96 0.808

AR 1.21±0.59 1.22±0.63 1.15±0.51 0.065

DW 1.08±0.33 1.10±0.37 1.08±0.33 0.262

BF 1.13±0.46 1.12±0.48 1.08±0.39 0.116

SR 1.79±1.25 1.77±1.11 1.76±1.43 0.180

FA 112.76±27.92 112.20±27.96 113.09±29.63 0.458

Data are represented as mean ± standard deviation. ACoA, anterior communicating artery; ACA, anterior cerebral artery; MCA, middle 
cerebral artery; PCoA, posterior communicating artery; ICA, internal carotid artery; PCA, posterior circulation artery; AR, aspect ratio; SR, 
size ratio; DW, depth-to-width ratio; BF, bottleneck factor; FA, flow angle.
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Figure 5 The practical clinical value of the model was evaluated 
through clinical decision curve analysis. DCA, decision curve 
analysis.

Figure 4 The predicted probability of the model was evaluated 
through the calibration curve.

Figure 3 Area under the ROC curve, showing the ability of the 
deep learning model to identify unstable intracranial aneurysms 
in the training set, validation set, and test set. ROC, receiver 
operating characteristic; AUC, area under the curve.

Table 7 The AUC, sensitivity, specificity and diagnostic accuracy rate of the DLM in identifying unstable IAs 

Data sets AUC (95% CI) Sensitivity Specificity Accuracy

Training set 0.939 (0.925–0.954) 0.876 0.840 0.860

Validation set 0.894 (0.851–0.935) 0.801 0.871 0.833

Test set 0.864 (0.818–0.904) 0.815 0.742 0.784

External validation set 0.771 (0.582–0.960) 0.694 0.929 0.782

AUC, area under the curve; DLM, deep learning model; IA, intracranial aneurysm; CI, confidence interval.

shape, parent artery diameter, maximum size and AR 
were associated with IA stability. The model displayed 
a good discriminatory ability in discriminating between 
unstable and stable IAs. The CNN-based DLM achieved 
high diagnostic performance in differentiating between 
stable and unstable IAs, but this model cannot outperform 
conventional LR in predicting the stability of IAs.

IA is a common disease with high mortality and 
morbidity rates if the IA ruptures. We must look for 
several contradictions when making treatment decisions 
for unruptured IAs: IAs have a high prevalence and a low 
risk of rupture in the population, so patients often choose 
follow-up observation, especially for small ones (25). 
However, the catastrophic consequences of IA rupture 
prompt most patients to undergo preventive treatment (26). 
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Preventive treatment of the majority of unruptured IAs 
has proven to be a waste of medical resources (27). All of 
these contradictions suggest that identifying IA stability is 
extremely important.

In the past, the prediction of IA rupture was mainly 
based on the clinical characteristics of patients and the 
morphological parameters of IAs. In clinical circumstances, 
the location and size of IAs are important risk factors for 
IA rupture. The annual rupture rate of IAs in the ICA, 
PCoA, and MCA is 1.6%, whereas the annual rupture rates 
of IAs located in the main ACoA and the PCA are higher, 
at 1.9% and 4%, respectively (28,29). Size is an important 
determinant of rupture risk. The risk of IA rupture was 
significantly increases when the IA was ≥7 mm (30). 
Thanks to technical advances and more detailed radiologic 
findings, such as irregular IA walls, multilobulation, and 
hemodynamic patterns, aneurysm wall shear stress (WSS) 
has gained attention (31). In this study, we also found that 
many factors, including patient clinical characteristics and 
morphological parameters of IAs, were associated with 
IA stability, and our findings are consistent with previous 
studies. However, in clinical work, the risk assessment of IA 
stability requires many complex preprocessing steps, which 
can consume a significant amount of the clinician’s time and 
energy.

In recent years, with the continuous development of 
AI, DLMs have shown significant potential in detecting 
and segmenting IAs. Yang et al. (18) trained a CNN-
based algorithm that achieved 97.5% accuracy in detecting 
IAs. Zhu et al. (19) demonstrated the fast and accurate 
identification and segmentation of IAs using a deep-
learning-based framework from CTA images: 3D-UNet 
exhibited a better overall segmentation performance under 
a relatively small sample size. Wang et al. (20) proved that 
the multiphase fusion DLM with automatic phase selection 
can automatically detect IAs more sensitively. However, 
to provide optimal treatment and clinical decision making 
for patients with unruptured IAs, we should focus more on 
assessing the risk of IA instability than on diagnosing the IA 
itself.

While AI, particularly deep learning, is useful for the 
prediction of IA rupture risk, its applications are still in 
their infancy. Liu et al. (32) established a two-layer feed-
forward artificial neural network (ANN) prediction model 
for the rupture risk of ACoA aneurysms, which showed 
a prediction accuracy of 94.8%. However, 90.9% of the 
samples in their study were ruptured IAs, and the model 
could only apply to ACoA IAs. Kim et al. (33) used a CNN 

to evaluate the rupture risk of small IAs, and the sensitivity, 
specificity and overall diagnostic accuracy were 78.76%, 
72.15% and 76.84%, respectively. In their study, the AUC 
in the CNN was 0.76, which was better than that obtained 
by a human evaluator (AUC: 0.54). The DLM based on 
hemodynamic parameters also had good predictive accuracy 
in assessing IA rupture risk (34). However, these studies 
only included anterior circulation IAs, and the results may 
not be applicable to other IA sites.

In this study, we established a CNN-based DLM 
using CTA images to predict the patient-specific risk 
of aneurysmal stability. This model had an accuracy of 
0.782, a sensitivity of 0.694 and a specificity of 0.929 for 
predicting IA instability risk and showed an AUC of 0.771 
on an external validation set. Unfortunately, the DLM 
cannot outperform the conventional LRM in predicting the 
stability of IAs. The potential factors contributing to this 
outcome are the comprehensive nature of our data, which 
encompasses all IAs without differentiation based on size or 
location, and the ongoing advancements in deep learning 
algorithms. This result also indicated that clinical factors 
are important in IA stability.

Limitations

This study has some limitations. First, it is a retrospective 
study. Our results have been only externally validated at one 
Hospital. A large multicenter prospective study on this topic 
is still needed. Second, the majority of the unstable IAs 
in this study were ruptured (65.35%, 445 of 681), and the 
postrupture morphology may have changed, which could 
bias our results (35). Third, the IA size was not finely graded 
in this study. The measurement and delineation of ROIs 
for small IAs may be more prone to divergence between 
different observers. Fourth, incidentally discovered IAs with 
no apparent symptoms were classified as stable, which may 
have led to misclassification of some unstable IAs; therefore, 
long-term follow-up is needed for stable IAs. Fifth, we used 
the maximum slices of IA images for 2D modeling, and 
some important factors that may affect IA stability may have 
been missed. More advanced algorithms are needed. Sixth, 
the lack of blinding regarding the patient’s diagnosis may 
potentially impact the annotation of IA contours. Finally, 
we did not use other DLMs for comparison; therefore, we 
are not sure which model is better. Combining clinical and 
IA morphology and increasing the training set, e.g., the 
DLM, may lead to better performance in predicting the 
stability of IAs. 
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Conclusions

Our study establishes a conventional LRM and a CNN-
based DLM using CTA images to identify the unstable 
IAs. The DLM did not outperform the LRM in identifying 
unstable IAs, which was tested in the external validation 
set. In addition, the predictive scoring model according 
to patient clinical and IAs morphology is of great value in 
predicting the stability of IAs and may help clinicians and 
patients make the right decisions. 
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Table S1 Characteristics of patients in external validation set

Patients clinical information Unstable (n=98) Stable (n=99) P

Female (%) 66 (67.3) 63 (63.6) 0.654

Age (years, mean ± SD) 64.43±12.67 67.82±11.87 0.054

Hypertension (%) 36 (36.7) 32 (32.3) 0.551

Heart disease (%) 20 (20.4) 25 (25.3) 0.498

Diabetes mellitus (%) 56 (57.1) 50 (50.5) 0.392

Cerebrovascular sclerosis (%) 10 (10.2) 21 (21.2) 0.049

Alcohol consumption (%) 16 (16.3) 28 (28.3) 0.059

Smoking (%) 20 (20.4) 28 (28.3) 0.246

SAH history (%) 1 (1.0) 0 (0.0) >0.99

SD, standard deviation; SAH, subarachnoid hemorrhage.
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Table S2 Characteristics of intracranial aneurysms in external validation set 

Aneurysms parameters Unstable (n=106) Stable (n=123) P

Location (%)

ACoA 43 (40.6) 10 (8.1) <0.001

ACA 2 (1.9) 3 (2.4) >0.99

MCA 15 (14.2) 20 (16.3) 0.715

PCoA 36 (34.0) 28 (22.8) 0.076

ICA 5 (4.7) 57 (46.3) <0.001

PCA 5 (4.7) 5 (4.1) >0.99

Multiple aneurysms (%) 27 (25.5) 29 (23.6) 0.760

Bifurcation (%) 82 (77.4) 34 (27.6) <0.001

Irregular shape (%) 79 (74.5) 5 (4.1) <0.001

Daughter sac (%) 68 (64.2) 3 (2.4) <0.001

Neck width (mm) 5.05±1.71 3.67±1.01 <0.001

Height (mm) 5.48±2.70 2.46±0.96 <0.001

Depth (mm) 5.87±2.79 2.60±1.04 <0.001

Width (mm) 6.34±3.54 3.16±1.03 <0.001

Maximum size (mm) 7.71±3.34 3.90±1.22 <0.001

Parent artery diameter (mm) 3.41±0.98 3.86±0.94 <0.001

Mean artery diameter (mm) 3.09±0.86 3.68±0.93 <0.001

AR 1.21±0.50 0.73±0.28 <0.001

DW 1.00±0.34 0.83±0.24 <0.001

BF 1.26±0.51 0.86±0.17 <0.001

SR 2.05±1.21 0.74±0.33 <0.001

FA 133.24±23.04 109.16±28.81 <0.001

ACoA, anterior communicating artery; ACA, anterior cerebral artery; MCA, middle cerebral artery; PCoA, posterior communicating artery; 
ICA, internal carotid artery; PCA, posterior circulation artery; AR, aspect ratio; DW, depth-to-width ratio; BF, bottleneck factor; SR, size 
ratio; FA, flow angle.


