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Introduction

Cardiovascular disease (CVD) is the leading cause of global 
mortality and morbidity. According to the Center for 
Disease Control, 610,000 people in the United States die 
of heart disease each year (1). Different imaging modalities, 
including magnetic resonance (MR), echocardiography 
(ECHO), computed tomography (CT), and nuclear 
medicine, are used in the diagnosis, monitoring, and 

treatment of cardiac disease. Cardiac cine MR imaging 
has become the standard for the measurement of cardiac 
function. Conventionally, 2D cardiac cine MR imaging is 
applied during a series of breath-holds. This provides high 
blood to myocardium contrast that is good for image post-
processing, and the breath holding minimizes artifacts from 
respiratory motion.

On the other hand, 3D cardiac cine imaging provides 
contiguous volumetric coverage and thinner slices 
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compared to 2D imaging without the patient’s need to 
hold their breath. This allows for more flexible post-
processing and more accurate cardiac metrics measurement 
by avoiding the slice misregistration errors seen with 
2D imaging (2-4). Free-breathing imaging methods also 
improve patient comfort during the scan and enable image 
acquisition unconstrained by breath-hold length, permitting 
more advantageous MRI parameter settings (5-7). In this 
study, both conventional 2D cardiac cine images and free-
breathing 3D cardiac cine images were used for evaluating 
the proposed segmentation method.

Manual delineation remains the reference standard 
for left ventricle (LV) segmentation from cardiac MR 
images. However, 2D slice-wise manual segmentation 
of the LV is time-consuming, tedious, and prone to 
fatigue errors (8-12). The development of an efficient, 
repeatable, reproducible, computer-aided method for 
cardiac segmentation to replace manual contouring is 
highly sought. Previous techniques have been reported 
for the segmentation of the LV on cardiac cine MR 
images, including the clustering method, level-set or 
deformable method (13-20), atlas model (16), registration 
model (21), and deep learning method (22-25). Most of 
the methods above that use shape priors can achieve a 
good performance; however, their robustness is highly 
dependent on the initial contour. Deep-learning based 
methods also usually require a large number of training 
data to achieve automatic LV segmentation. In this study, 
we aimed to develop a combined prior information-
based level-set and deep learning method for accurate 
and automatic segmentation of the LV, which could be 
efficiently and generally utilized for clinical practice 
without the use of large amounts of training data. 

Previous studies

Many deep learning methods have been applied to cardiac 
segmentation. Xue et al. (26) and Dangi et al. (27) proposed 
deep multitask learning methods to segment and quantify 
the LV. Nasr-Esfahani et al. (28) and Romaguera et al. (29)  
used a fully convolutional neural network (CNN) to 
assess the LV endocardium. Oktay et al. introduced an 
anatomically constrained neural network and applied it to 
cardiac image enhancement and segmentation (30). Zotti 
et al. performed an algorithm using CNN with the shape 
before segmenting cardiac images (31). Duan et al. proposed 
a shape refined multitask deep learning approach to segment 
the LV and right ventricle (RV) (32). Chen et al. used CNN 

with a loss function incorporated with an active contour 
model to segment the LV and RV (33). Bai et al. used a deep 
neural network to analyze cardiac MR images (34). Tao 
et al. performed a multi-vendor, multi-center study using 
CNN for LV quantification (35). However, these methods 
usually require large training datasets (500–1,000 cases) to 
build a general model to obtain accurate LV segmentation 
with a Dice value bigger than 0.9. On the other hand, small 
datasets (~100 cases) may result in a large bias that limits the 
accuracy of those methods with a Dice value smaller than 
0.9, especially when the shape of the heart is different from 
the training set such as seen in post-infarct remodeling and 
congenital heart disease.

To reduce the size of the training dataset required, 
some studies have explored the idea of combining 
machine learning and level-set methods for cardiac MRI 
segmentation. Avendi et al. proposed using the traditional 
level set method with initial contours provided by CNN to 
segment the LV endocardium (23) and the RV (24). Ngo  
et al. first segmented the LV endocardium using a combined 
machine learning and level set method (25) and then used 
LV endocardial contours as the initial contours in LV 
epicardium segmentation.

Contributions

We propose a novel, fully automatic segmentation method 
to address the limitations of current approaches. Specifically, 
we make the following contributions:

(I) We propose a novel method by combining the 
multitask deep learning network and the level-
set method, which will allow the use of a limited 
training dataset;

(II) We apply an annular shape-constrained before the 
level set method to simultaneously capture the LV 
endocardium and epicardium;

(III) To test the robustness and adaptability of the 
proposed method, we show that the proposed 
method can be successfully applied to highly 
accelerated 3D cine MR images, which have a 
relatively lower image contrast between LV blood 
and myocardium than conventional 2D cine 
images.

The proposed LsUnet method provides higher accuracy 
compared with state-of-the-art methods using the same 
online dataset. Our method compares favorably with other 
deep learning or/and level-set methods based on standard 
segmentation evaluation metrics. 
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Methods

MRI data acquisition

We developed a combined deep-learning and level-set 
method and validated it on both conventional breath-hold 
2D cardiac cine MR images and advanced free-breathing 
3D cine cardiac images. Two open-source datasets were 
used; 2D cine MR images from MICCAI 2009 LV (36) and 
2012 RV (37) segmentation challenges, and a dataset with a 
highly accelerated free-breathing 3D imaging method (38), 
which was acquired under the approval of the Institutional 
Review Board (IRB) at University of California San 
Francisco (UCSF).

The MICCAI 2009 LV challenge dataset (36) consists 
of 45 cardiac studies with different diseases (12 cases have 
heart failure without myocardial scar; 12 cases have heart 
failure with a myocardial scar, 12 hypertrophy cases, and 9 
healthy cases). Subjects in this dataset underwent an MRI 
cardiac scan on a 1.5T scanner (GE Medical Systems, 
Milwaukee, WI). The scan parameters for breath-hold 2D 
cine images were as follows: FOV =320×320 mm2, thickness 
=8 mm, matrix =256×256, 6–12 short-axis slices, and 20 
cardiac phases. The 2012 RV challenge dataset (37) includes 
data from 16 patients obtained using a 1.5T scanner 
(Siemens Medical System, Germany). The scan parameters 
were: FOV =360×420 mm2, slice thickness =7 mm, matrix 
size =216×256, 10–14 short-axis slices, and 20 cardiac 
phases. 

The highly accelerated free-breathing 3D image dataset 
was acquired from 17 subjects (9 males and 8 females, age 
37.6±15.1 years, and heart rate of 64.3±8.8 bpm) using 
a 3.0T MR scanner (GE Medical Systems, Milwaukee, 
WI) with an 8-channel cardiac coil (38). The 3D imaging 
acquisition parameters were chosen as follows: image matrix 
=256×144, FOV =34.0×25.5 cm2, slices number =28–32, 
slice thickness =4.0–5.0 mm, scan time =2.5±0.3 minutes, 
and temporal resolution =40 ms (37).

Ethical statement

The University of California San Francisco institutional 
review board approved the study, and all participants gave 
informed consent. 

Manual segmentation

Manual delineation has been used as the reference standard 
to evaluate automatic segmentation (38-40). The dice 

coefficient is the commonly used parameter for assessing 
segmentation accuracy. This was calculated by measuring 
the overlap between manual and automatic segmentation. 
An in-house tool developed under a medical image-
processing platform, MeVisLab (version 2.7.1, Bremen, 
DE), was used by our readers to draw the manual contours. 

Experienced cardiologists manually segmented LV 
endocardial and epicardial contours at end-diastole for the 
MICCAI LV challenge dataset following the convention of 
including papillary muscles and endocardial trabeculations 
in the ventricular cavity. An experienced radiologist drew 
the LV endo- and epicardial contours at end-diastole for the 
MICCAI RV challenge dataset. The LV endo-and epicardial 
contours at both end-diastole and end-systole were also 
drawn for the highly accelerated free-breathing 3D dataset. 
A total of 95, 3D volumes that included 1,076 2D slices 
were used for both deep learning algorithms and as a 
reference standard for evaluation, with each slice including 
LV endo and epicardium segmentation. 

Overview of the segmentation scheme

The segmentation scheme and automatic representative 
segmentation of the proposed LsUnet method are shown in 
Figure 1. The U-net based multi-channel fully convolutional 
neural network (MFCN) is first applied to segment the LV 
endocardial and epicardial contours simultaneously based 
on the training dataset. An epicardial region is a diffuse 
object with low contrast relative to neighboring tissues, as 
opposed to the endocardial contour, which separates the 
high signal intensities of blood from the myocardium’s low 
signal intensities. The segmented contours from MFCN 
are then used as an MFCN-based appearance term in the 
level-set algorithm to refine the segmentation results. The 
annular-like shaped endocardial and epicardial contours can 
be approximated by two elliptical contours and added to 
the level-set model for improving the final segmentation. 
This yields an efficient and reliable delineation of the 
borders. Myocardial thickness is then calculated based 
on the LV endocardium and epicardium segmentation. 
Detailed information about the algorithm is described in 
the following sections. 

Image pre-processing

We implemented a fully automated pre-processing step, 
including cropping images to the region of interest and 
enhancing the image contrast, to improve segmentation’s 
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Figure 1 Schematic diagram of segmenting left ventricle endocardial and epicardial contours using the proposed LsUnet method. LsUnet, 
level set and Unet.

Deep learning preparation

Pre-processing MFCN
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efficiency and reliability.
All input images for the proposed MFCN network 

have the same size (256×256). For larger image size 
cases, we generated a cropped field of view (FOV) before 
segmentation, centered on and including the heart. For 
cardiac cine images, most signal changes through the 
cardiac cycle occur in a region located on the heart. An 
image is generated from the maximum time-derivative 
(MTD) over the cardiac cycle, which is calculated for each 
pixel where I is the image intensity and n is the number of 
measured time points (41).

 [ ]max ,  1, ,
i

i
t t

iM i n
t =

 ∂ = ∈ ∂  
  [1]

The time derivative of I is calculated as a forward 
difference. For cases with an image size smaller than 
256x256, we pad the images with zeros. Linear image 
enhancement (39) was applied to enhance the contrast of 
images within the cropped FOV.

Combined level set and Unet (LsUnet)

The proposed LsUnet algorithm consists of three parts: (I) 
deep learning edge from the MFCN network; (II) level set 
guess from the narrow band level-set equation; (III) annular 
shape guess from the annular shape equation (Figure 2). The 
energy function for the proposed optimization algorithm 
was set to:

 Levelset learning annualE E E Eα β= + × + ×  [2]

where the weight α and β correspond to a positive 
hyperparameter that balances the influence between these 
three terms. We used fixed numbers, α = 0.3 and β = 0.2, in 

the present study.

Multi-channel fully convolutional neural (MFCN) 
network
The neural network was implemented with Tensorflow 
(https://www.tensorflow.org/) on a Windows 7 system with 
an Intel Core i7-6700 3.4GHz CPU and a Quadro M2000 
GPU (4GB VRAM). A total of 902 slices were processed 
(463 from 2D cine imaging and 439 from 3D cine imaging). 
Approximately 80% of the slices were randomly selected 
as the training set and the remainder for the testing set, 
resulting in 373/90 and 355/84 training/testing slices for 
2D and 3D cine, respectively. Raw MRI images were pre-
processed before entering into the neural networks. 

The MFCN was created based on a single-channel FCN 
and U-net structure (42). Figure 3 shows the scheme of 
the model. The MFCN contains by-pass paths for lower 
layers that reconstruct spatial information lost due to 
spatial pooling in the lower layers. The kernel size of each 
convolutional/de-convolutional layer was 3×3. The MFCN 
contains three levels. Six convolutional layers are used on 
the first and second levels, and one pooling layer and one 
de-convolutional layer are used on the third level. The 
number of features for each convolutional layer is 32. The 
maximum pooling with a stride size of 2×2 is used on each 
level. The 5-fold cross-validation with the training data 
is used in the proposed MFCN network, and each of the 
5-fold models was used to make predictions on the testing 
data. All the predictions were averaged to obtain results 
for evaluating the proposed method. The ReLU activation 
function was used inside the MFCN, while the sigmoid 
activation function was used in the output layer as a softmax 
function to obtain the pixel-wise 2 class probabilities. For 

https://www.tensorflow.org/


1604 Wang et al. Segmentation of left ventricle using deep learning

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2021;11(4):1600-1612 | http://dx.doi.org/10.21037/qims-20-169

Figure 2 Model of the LV endocardium and epicardium segmentation using the proposed LsUnet algorithm. LV, left ventricle.
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Figure 3 Illustration of the multi-channel FCN network based on single-channel FCN and U-net structure to account for the proposed 
network’s 3-channel input patch. FCN, fully convolutional neural.
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the network’s training, a pixel-wise weighted loss function 
and an ADAM optimizer with a learning rate of 1e-4 were 
used.

MFCN term
The MFCN term controlling the final result should be 
similar to that obtained from deep learning. This is a fixed 

shape before each slice obtained from the MFCN network. 
This prior shape term can be described as follows:

 ( ) ( )2( ) ( ) ( )learning MFCNE x x H x dx= Φ −Φ Φ∫  [3]

where Φ is a Lipschitz-continuous function {more 
detailed definition in Eq. [6]}, ΦMFCN is the distance function 
of point to the deep learning segmentation result, and H is 
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the Heaviside function,

 ( ) ( )
n

H n s dsδ
−∞

= ∫  [4]

where δ is the dirac function, defined as:
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0 0
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s
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Both the level set and annular shape guess are generated 
based on image features, including image intensity, gradient, 
and initial contour. These guesses are updated at each 
iteration, where the edge from the MFCN deep learning is 
used as the initial contour in the LsUnet algorithm. 

Level-set term
Geodesic active contour (GAC) is a deformable object 
detection model that has been widely used in medical image 
segmentation. The active contour is defined as an energy-
minimizing spline associated with internal and external 
constraint forces (43). The following formula applies. Let 
I be a given image domain Ω→R, the GAC is denoted as 
C(x,t)→R2 and represented as the zero level-set Φ(x,t)→R. 
The distance function is used for level-set function with the 
negative inside the zero level-set and positive outside. The 
mathematical equation is given as,

 

 
( , )  

0 

d x Ω
x t d x Ω

x C

−

+

− ∈


Φ = + ∈
 ∈

 [6]

where C is the Euclidian distance of evolving curve 
C to the initial curve C0. Li et al. (44) added a distance 
regularization term to solve the reinitialization problem, as 
described by

 ( ) ( ) ( )levelset p extE R EµΦ = Φ + Φ  [7]

in which μ is a positive constant. The expression of the 
level-set regularization term Rp(Φ) is defined as follows 

 21( ) ( ) ( 1)
2pR p dx dx

Ω Ω

Φ = ∇Φ = ∇Φ −∫ ∫  [8]

This penalty term forces the gradient magnitude of the 
level-set function | ∇Φ| Therefore, close to 1 effectively 
reduces the deviation of level-set function from Eq. [8] and 
ensures stable contour evolution. The external constraint 
Eext(Φ) is associated with an edge indicator,

 2
1

1
g

G Iσ

=
+ ∇ ∗  [9]

where Gσ is a Gaussian filter of standard deviation δ. 
The prefiltering operation is necessary to smooth the image 
and reduce noise. Ideally, the gradient magnitude |∇I| is 
maximum at the object boundaries (edge detection) and 
gives function g a minimum value,

 ( ) ( ) ( )ext Ω Ω
E g dx gH dxλ δ αΦ = Φ ∇Φ + −Φ∫ ∫  [10]

where λ and α are both positive constants, and δ and H 
are the Dirac Delta and Heaviside functions, respectively. 
The external energy term is designed to slow down the 
curve evolution at the location of interest. 

To find optimal curve C, the objective function must 
be minimized by solving the associated Euler-Lagrange 
equation. According to the gradient descent concept, the zero 
level-set contours evolves most efficiently in the opposite 
direction of the maximum gradient, N = −∇Φ/|∇Φ|,  
the steady-state solution can be then solved by

 levelsetEΦ
t Φ

∂∂
= −

∂ ∂
 [11]

The Gateaux derivative of energy function gives, 

 2+ ( ) ( )extEΦ Rp Φ ΦΦ div Φ div g g Φ
t Φ Φ Φ Φ

µ µ λδ α δ
    ∂∂ ∂ ∇ ∇ = − = ∇ − + +         ∂ ∂ ∂ ∇ ∇       

 [12]

Annular shape term
Assuming that the LV endo- and epicardium follows an 
annual shape, the above-mentioned level-set model is 
further refined with a shape constraint. The new energy 
term’s basic idea is to measure the area difference between 
an evolving shape and desired elliptical shape. The proposed 
energy function is given as,

 ( , ) ( , ) ( ) ( ( ))shape aE x x x dxλ λ δΦ = Φ ∇Φ Φ∫  [13]

where Φa(x,λ) is the distance function of a point x to 
the annular shape. Eq. [13] measures the distance between 
the level-set curve and the annular shape. The parametric 
expression for Φ is given as follows:

 { }( , ) max ( , ) ( , )a out inx x xλ ε λ ε λΦ = −  [14]

where λ=[λin,λout] and λin, λout are the parameters of ellipses. 
The function ε is the algebraic distance of a point x=(x1, x2) 
to an ellipse:

about:blank
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Figure 4 The LV endocardium (the first row, contours highlighted in cyan) and epicardium (the second row, contours highlighted in 
magenta) segmentation results using the proposed LsUnet method. 

Thickness measurement

Myocardial wall thickness is typically measured on end-
diastolic images in the sagittal view. The 17-segment 
model of the American Heart Association is typically used 
to analyze wall thickness (45). However, advances in fully 
automated segmentation have allowed us to provide more 
information than the traditional 17-segment model. Two 
contours were extracted for each image slice, representing 
the endocardial and epicardial contours based on the 
proposed fully automatic segmentation. Thickness was 
calculated at 360 locations (per degree) per image slice, 
where rays radiating from the center of the LV intersected 
those contours (41). 

Evaluation criteria

The segmentation results were evaluated by comparing the 
results with the reference standard from manual delineation 
using the Dice coefficient. The definition of the Dice 
coefficient (46) is given as follows:

 
2

% 100A M

A M

R R
Dice

R R
∩

= ×
+

 [16]

where |·| are the pixels numbers in the corresponding 

region, RA is the automatic segmentation result, and RM 
is the reference standard from manual delineation. Dice 
value measures the overlap between manual and automatic 
segmentation, and the greater the Dice value, the better the 
agreement between manual and automatic segmentation. 

Results

In Figure 4,  the LV endocardium and epicardium 
segmentation using the proposed LsUnet method (the first 
and second rows) are displayed. Most of the segmentation 
results have a reasonable appearance. Figure 5 shows the 
proposed LsUnet algorithm and manual segmentation 
results for one case on seven representative slices. The 
green lines and red dot lines correspond to the proposed 
method and manual segmentation results, respectively. Both 
contours were successfully segmented using the proposed 
LsUnet algorithm with results comparable to the manual 
delineations, as clearly shown in Figure 5.

Quantitative comparisons between the automatic 
(MFCN and LsUnet methods) and manual delineations 
are shown in Table 1. The average Dice coefficient and 
CV for endocardium and epicardium segmentation were 
92.15%±7.94% and 95.42%±3.75%, which is comparable 
to the manual segmentation on those three datasets. 

 
2 2 2

1 1 2 1 2 3 2 4 1 5 2 6 2 1 3( , ) ,  with 4  i i i i i i i i i ix x x x x x xε λ λ λ λ λ λ λ λ λ λ= + + + + + <  [15]
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As previously stated, three datasets were used to 
evaluate the proposed methods. The LV endocardium and 
epicardium segmentation accuracy (Dice coefficient and 
CV) for each dataset are listed in Table 1. The Bland-Altman 
plots of LV volume and the mass obtained with manual and 
the proposed LsUnet for each case are seen in Figure 6.  
This was used to evaluate the association and difference 
between manual and automatic segmentation. The mean 
bias and confidence intervals for LV endocardium and 
epicardium segmentation were calculated and are shown 
in Figure 6, demonstrating that good segmentation was 

achieved. 
Although manual segmentation was used as the reference 

for evaluating the proposed automatic segmentation 
algorithm, we compared the MFCN method and LsUnet 
method with several state-of-the-art methods: (I) level-set 
method; (II) deep learning method; (III) combined level-
set and deep learning method; (IV) other methods. Table 2  
shows the Dice value for these methods, which were 
performed on the MICCAI 2009 LV challenge dataset for 
comparison.

Based on these Dice coefficients, the MFCN method 

Figure 5 LV endocardium and epicardium segmentation. Green lines were generated by the proposed optimization method, and red dot 
lines were the manual delineation.

Figure 6 Agreement of automatic and manual cardiac functional measurements. Bland-Altman plots of the LV volume and mass obtained 
with manual and the proposed LsUnet.
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Table 1 Quantitative LV endocardium and epicardium segmentation comparison between manual and the proposed automatic segmentations 
(MFCN method and optimization method) using the three datasets

Dice ± CV (%) MFCN method (endocardium) MFCN method (epicardium) LsUnet method (endocardium) LsUnet method (epicardium)

2009 dataset 92.10±11.74 94.25±8.13 93.06±9.18 95.46±4.78

2012 dataset 94.18±4.05 94.06±5.20 94.89±4.02 94.18±5.19

3D dataset 89.91±7.47 94.79±1.83 90.62±7.52 95.75±1.81

Total 91.47±9.06 94.67±5.52 92.15±7.94 95.42±3.75

MFCN, multi-channel fully convolutional neural.
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attained the average LV endocardium and high LV 
epicardium segmentation accuracy. Moreover, the proposed 
LsUnet method reached the highest LV epicardium 
segmentation accuracy. Although LV endocardium accuracy 
from the optimization method was 1% lower than the 
method developed by Avendi et al. (23), the optimization 
method can segment both the LV endo- and epicardium 
simultaneously. Overall, the proposed methods work well 

on LV endo- and epicardium segmentation.
Following LV endo- and epicardium segmentation, 

we calculated the chamber volume, ejection fraction, 
and myocardial wall thickness. This study validated the 
myocardial wall thickness measurement using the proposed 
segmentation method by comparing it with manual 
delineation as the reference standard. Myocardial wall 
thickness was determined to be 6.85±1.99 mm and 6.81± 
1.27 mm by manual and LsUnet evaluation, respectively. 
LsUnet had high accuracy (86.9%) for LV wall thickness 
measurements. Two myocardial thickness cases from a 
hypertrophic patient and a healthy individual are shown in 
Figure 7. The 1st to 3rd columns shows three slices from the 
top, middle, and bottom for each patient. The 4th column 
shows the wall thickness for all the slices. LV wall thickness 
for the hypertrophic group and the healthy group from the 
MICCAI 2009 dataset are shown in Table 3.

Discussion

Deep learning methods have been proposed for image 
segmentation to derive complex shapes using training data 
(51-53). However, to obtain robust and accurate results, 
training data must be comprehensive, leading to large 

Figure 7 LV thickness maps (mm) for a hypertrophy patient and a healthy case. Three slices were chosen from each case (top, middle, and 
bottom). On the right are radial thickness maps that provide more detailed information than the standard AHA bullseye plot. Thickness 
values are provided for each axial image slice. AHA, American Heart Association.

Table 2 Quantitative comparison between state-of-the-art methods 
and manual delineation

Dice coefficient LV endocardium LV epicardium

Schaerer et al. (14) 0.87 0.92

Zheng et al. (47) 0.88 0.94

Constantinides et al. (48) 0.89 0.92

Queirós et al. (49) 0.90 0.94

Poudel et al. (50) 0.90 –

Avendi et al. (23) 0.94 –

MFCN method 0.92 0.94

Proposed LsUnet method  0.93 0.95
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training set requirements. The level-set method does not 
require training, but the shape model may be too simple to 
account for all physiological shape variations. This study 
combined the deep learning and level-set methods to get 
accurate segmentation using a small training dataset.

Image intensity variation in cardiac MRI is the major 
challenge for image segmentation. One effective way 
to overcome this is to exploit the image’s structured 
dependency by assigning the same class labels to spatial 
and structural adjacent pixels. This can be implemented 
through deep CNN. In particular, the hierarchical feature 
representation of CNN is robust against significant 
appearance variations. However, CNN can cause spatial 
blurring due to spatial pooling in the feedforward structure. 
The FCN can effectively eliminate this issue. In this study, 
the combined use of MFCN and annular shape level-
set significantly improved structural detection accuracy 
in the cardiac ventricle, complementing the existing local 
structure-based segmentation methods.

Our proposed method is efficient, with comparable 
segmentation performance to that obtained with manual 
segmentation and achieving high accuracy with an average 
Dice coefficient of 92.15% and 95.42% for LV endocardial 
and epicardial boundaries, respectively. The results also 
show that the proposed method provides higher accuracy 
than other state-of-the-art segmentation methods, including 
deep learning, level-set, and other methods.

The segmented contours of MFCN are used as the initial 
contour and an appearance term in the Level Set method’s 
energy function. For all the cases processed in this study, 
LsUnet was able to further improve segmentation from the 
segmented contours of MFCN, which were not necessary 
to be perfect but located the LV well with close contours. 

An epicardial region is a diffuse object with low contrast 
relative to neighboring tissues. This makes segmentation 
difficult for traditional signal intensity-based segmentation 
methods; however, it may be less problematic for methods 
that use prior information or are deep learning-based. The 
endocardial region usually has a higher image contrast; 
however, the accuracy of its segmentation depends more 

on the accurate tracing of the papillary muscles and 
endocardial trabeculations that are irregular in shape. This 
study achieved a higher Dice value for segmentation of 
the epicardium than the endocardium using the proposed 
segmentation method.

To test the minimum training dataset required for the 
proposed LsUnet, we evaluated it on only 45 cases from the 
MICCAI LV challenge dataset (37) with ~80% cases as the 
training set and the remaining ~20% as the testing set. The 
Dice value reached 0.93 and 0.92 to the LV endocardium 
segment and epicardium, respectively, demonstrating good 
segmentation. Although the proposed LsUnet method 
provided accurate segmentation using only 36 cases as the 
training set, it would still be challenging to use a training 
set of fewer than 36 cases. This is because, in an experiment 
with 45 cases with 80% as the training set, the 5-fold cross-
validation test already reaches the limit of having only 1– 
2 cases for each type of disease (or healthy) in each fold.

The MFCN was implemented with Tensorflow (https://
www.tensorflow.org/) on a Windows 10 system with an 
Intel Core i7-6700 3.4GHz CPU and a Quadro M2000 
GPU (4GB VRAM). It took approximately 8 hours for 
the entire MFCN process (76 training cases, 19 testing 
cases). The second step was using LsUnet to refine the 
segmentation result, which was performed on an OS X 
system with an Intel Core i7 CPU and 8 GB RAM using 
MATLAB-based software developed in-house. Although 
this step was not applied on a high-performance computer, 
it only took 2–3 s for one slice and about 9 minutes for the 
entire testing set.

The measurement of LV myocardial wall thickness 
is vital for diagnosing and assessing progress in patients 
with common cardiac diseases such as hypertrophic 
cardiomyopathy, dilated cardiomyopathy, hypertensive 
heart disease, and myocardial infarction (54). Myocardial 
wall thickness measurement is vital for assessing disease 
progression. This study validated the myocardial wall 
thickness measurement using the proposed segmentation 
method by comparing it with manual delineation as the 
reference standard. LsUnet had high accuracy (86.9%) for 
LV wall thickness measurements.

The present study has limitations. The heart moves 
along the longitudinal axis during the cardiac cycle, so 
the number of the slices that cover the heart could vary in 
different cardiac phases, which would need to be manually 
determined. In the future, we plan to improve the current 
study by using a 3D neural network and 3D level-set 
method to determine the slices automatically. 

Table 3 Myocardial thickness measurement for hypertrophy and 
healthy groups

Thickness (mm) Hypertrophy Healthy

Maximum 10.69 8.45

Mean  7.06 6.15

https://www.tensorflow.org/
https://www.tensorflow.org/
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