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Work overload has become a major challenge for radiologists. 
The increasing demands upon radiologists’ time, expertise 
and energy depend not only on the absolute number of 
imaging examinations to be performed and reported (i.e., 
number of patients), but also on the progressively growing 
complexity of imaging datasets, in terms of the number of 
images to be analyzed, as well as the quality of information 
to be processed, especially in the case of advanced imaging 
examinations that require post-processing and detailed 
interpretation (1-3). 

Artificial intelligence (AI) is a breakthrough innovation 
involving computer-based algorithms tailored to analyze 
complex datasets (4,5). Moreover, AI is emerging as a 
potential game changer in many fields. In medical imaging 
for instance, AI showed promising results for lesion 
detection and quantification over a wide spectrum of clinical 
conditions, as well as speeding up workflows, improving 
accuracy, addressing resource scarcity, and reducing the 
costs of care (4-7). The most promising subset of AI is the 
so-called deep learning algorithm, in which the term “deep” 
is due to the artificial neural network architecture composed 
by multiple layers (8,9).

To be effective as representative learning applications, 
deep learning algorithms require large amounts of imaging 
data for training. These models, that are able to automatically 
learn, and then label, features on archetypal images, have 
been shown to robustly mirror or even outperform humans 

in task-specific applications in some cases? (8-10).
AI and deep learning are currently being tested for 

imaging processing in several anatomical regions and 
various clinical scenarios, including disorders of the chest 
(7,8). In this context, we read with great interest the 
recently published paper by Wu et al. (7), investigating the 
performance of AI model and human third-year radiology 
residents in interpreting chest radiographs. The novel 
deep learning AI algorithm that they tested was extensively 
trained with a large image database (i.e., 342,126 frontal 
chest radiographs), acquired at the emergency departments 
(ED) and urgent care settings in multiple hospitals. Antero-
posterior (AP) and postero-anterior (PA) images were used 
to train the model, despite the comparison AI vs. human 
radiology residents was based on AP images only. 

Interestingly, the major results of the study showed 
no significant difference between the performance of the 
AI algorithm and human radiology residents in terms of 
sensitivity (P=0.66); however, specificity [reported for AI 
0.980 (95% CI, 0.980–0.981)] and positive predictive value 
[reported for AI 0.730 (95% CI, 0.718–0.742)] showed 
statistically significant greater results for the AI algorithm 
(both with P<0.001).

This work, based on the “humble” but impactful chest 
radiograph, which represents the most commonly performed 
imaging examination, is of seminal importance at least for 
three good reasons (7). Firstly, the authors demonstrated 
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that there is great potential for radiologists to be helped in 
clinical routine by non-human (machine) assistants, with a 
diagnostic power that is at least equal to that achieved by 
medical residents. The use of machine assistants will be 
very helpful for physicians who work in smaller hospitals 
or situations where the number of radiology residents is 
not sufficient to cover all the clinical shifts. Moreover, 
radiologists working in academic teaching hospitals can 
also benefit if the AI supports and augment the resident 
activity. AI algorithms can serve as cognitive assistants 
for both radiologists and residents. Therefore, the time-
consuming and cumbersome process of reading, improving 
and correcting preliminary interpretations and validating 
the report by attending radiologists can be speeded up, with 
additional benefits on improving workflow and reducing 
radiologist work overload. On the other hand, residents 
have a real-time report comparison, with a possible positive 
impact on their education. Secondly, this study constitutes a 
comprehensive and systematic effort to classify abnormalities 
that can be detected with chest radiographs (7). This is a 
fundamental and very “costly” step tailored to render AI 
algorithms useful in clinical practice. In order to do so, the 
authors started with a thorough best practices literature 
search, including Fleishner’s glossary (11). Then, two expert 
clinical radiologists reviewed the included terminology for 
semantic consistency, which resulted in a lexicon of more 
than 11,000 unique terms, covering the space of 72 core 
findings on chest radiographs. Thirdly, the architecture of 
the deep neural network applied in the study is interesting 
in itself (7). The authors found that the best solution to 
analyze chest radiographs was to combine the advantages 
of pretrained features with a multiresolution image 
analysis through the feature pyramid network. Basically, 
they achieved this goal with a combination of ResNet22  
(50 layers) (12) and VGGNet21 (16 layers) (13). Different 
solutions have been proposed to analyze chest radiographs 
with AI. For instance, a very promising one is CAD4TB (14), 
a deep learning system using image normalization and lung 
segmentation with U-net software, followed by patch-based 
analysis with convolutional neural network. This solution 
has been recently repurposed for detecting COVID-19 with 
chest radiograph and yielded a very good performance (area 
under the receiver operating characteristic curve =0.81) (15).

On the other hand, the paper by Wu et al. has also at 
least three limitations (7). Firstly, as fairly stated by the 
authors, they only focused the analysis on the frontal AP 
view without taking into account the lateral view. This 
is a remarkable limitation because the lateral view is of 

great importance in detecting chest abnormalities on 
X-ray studies. Certainly, including the lateral view in the 
AI algorithm would be very helpful in order to render the 
solution even more useful in clinical practice. Secondly, 
the AI model tested cases against five radiology residents 
from academic medical centers around the US. It is unclear 
whether, and if so, to what extent, the clinical data, the 
diagnostic question, and the patients’ past medical history 
were taken into account. This information can change the 
approach of radiologists to image interpretation, making 
it more focused and efficient. Moreover, incorporating 
the clinical question and past medical history into the 
AI algorithm is ground for improvement of the reported 
findings (7). On this respect, a recent paper by Baltruschat 
et al. (16) investigated deep learning and chest radiograph 
classification. The authors reported a great spread in the 
yielded performance and concluded that the ResNet38 
network with integration of non-image data for classification 
(i.e., age, gender and acquisition type) provided the best 
overall results (16). Thirdly, previous imaging studies 
of the patients were not taken into account. Since chest 
radiographs were sampled from the ED, it is reasonable 
to presume that several/many local patients already may 
have had previous imaging studies performed at the same 
hospital. Indeed, comparison with prior imaging studies, 
X-ray and/or CT of the chest, is often an essential step for 
radiologists that can influence detection and interpretation 
of the findings. Again, this is another point that might add 
strength to the AI model facilitating the transition from 
benchmark to bedside. 

Finally, it is of note that the AI algorithm generally 
performed worse for low prevalence findings. Low 
prevalence of a condition has been recently pointed out as 
a challenge for AI models, and this can negatively affect 
the diagnostic performance (8). Moreover, the fine-grained 
findings which are difficult to detect and interpret, such as 
pulmonary nodules or enlarged hila, influenced the results, 
suggesting that there could still be the need for an expert 
over-reading of the images. Indeed, the radiologist plays a 
fundamental role in the clinical workflow, not only in terms 
of lesion detection, but also in terms of interpreting the 
imaging patterns in a clinical context, and this is a very valid 
approach for chest X-rays as well as for any other imaging 
modality. 

There is no doubt that AI and deep learning will become 
increasingly prevalent and will help us to speed up our 
reporting workflow, face work overload and resources 
scarcity and, if driven by human intelligence, will enhance 
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the future of radiologists. To improve this process, an 
increased transparency of deep learning AI algorithms, 
the so-called explainable AI, is highly advisable not only 
to obtain systems that are directly interpretable and 
trustworthy but also to give the end users the opportunity 
to improve their accuracy (17). In conclusion, as shown by 
Wu and coworkers (7), deep learning algorithms hold great 
potential to support clinical radiologists for reading chest 
radiographs. 
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