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Background: Contrast-enhanced mammography (CEM) is a promising breast imaging technique. A 
limited number of studies have focused on the radiomics analysis of CEM. We intended to explore whether a 
model constructed with both clinical and radiomics features of CEM can better classify benign and malignant 
breast lesions.
Methods: This retrospective, double-center study included women who underwent CEM between August 
2017 and February 2020. The data from Center 1 were used as training set and the data from Center 2 were 
used as external testing set (training: testing =2:1). Models were constructed with the clinical, radiomics, and 
clinical + radiomics features of CEM. The clinical features included patient age and clinical image features 
interpreted by the radiologists. The radiomics features were extracted from high-energy (HE), low-energy 
(LE), and dual-energy subtraction (DES) images of CEM. The Mann-Whitney U test, Pearson correlation 
and Boruta’s approach were used to select the radiomics features. Random Forest (RF) and logistic regression 
were used to establish the models. For the testing set, the areas under the curve (AUCs) and 95% confidence 
intervals (CIs) were employed to evaluate the performance of the models. For the training set, the mean 
AUCs were obtained by performing internal validation for 100 iterations and then compared by the Kruskal-
Wallis and Mann-Whitney U tests.
Results: A total of 226 women (mean age: 47.4±10.1 years) with 226 pathologically proven breast lesions 
(101 benign; 125 malignant) were included. For the external testing set, the AUCs were 0.964 (95% CI: 
0.918–1.000) for the combined model, 0.947 (95% CI: 0.891–0.997) for the radiomics model, and 0.882 (95% 
CI: 0.803–0.962) for the clinical model. In the internal validation process, the combined model achieved 
a mean AUC of 0.934±0.030, which was significantly higher than those of the radiomics (mean AUC 
=0.921±0.031, adjusted P<0.050) and clinical models (mean AUC =0.907±0.036; adjusted P<0.050).
Conclusions: Incorporating both clinical and radiomics features of CEM may achieve better classification 
results for breast lesions.
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Introduction 

Contrast-enhanced mammography (CEM) (1) is a breast 
imaging technique that can facilitate the visualization 
of breast lesions by depicting tumor neo-angiogenesis 
through intravenous administration of iodinated contrast 
material (2-5). In 2011, the United States Food and Drug 
Administration approved CEM for clinical use as an adjunct 
to mammography or ultrasound in the diagnostic setting 
(6,7). For this technique, a set of low-energy (LE), high-
energy (HE) and dual-energy subtraction (DES) images 
are produced for each craniocaudal (CC) or mediolateral 
oblique (MLO) view (6).

In the diagnostic setting, the pooled sensitivity of CEM 
is reported to be as high as 89–97%, whereas its pooled 
specificity is not that satisfactory, approximately 66–84% 
(8,9). Several studies aimed to seek new ways to improve the 
diagnostic efficacy of CEM, including establishing computer-
aided diagnostic systems (10-12), combining the radiomics 
features of CEM and digital breast tomosynthesis (13), 
or incorporating the Breast Imaging Reporting and Data 
System (BI-RADS) descriptors of CEM images into neural 
networks (14). These studies have shown promising prospects 
for improving the classification of breast lesions.

Some studies (15-17) have indicated that assessing the 
clinical image features of CEM by using the BI-RADS 
lexicons can help differentiate breast lesions. Meanwhile, 
radiomics is progressing rapidly (18) and radiomics 
analysis allows for digital decoding of medical images 
into quantitative features and mining of the underlying 
information contained therein (19,20). However, no study 
so far has focused on combining the clinical image features 
and radiomics features of CEM for diagnosing breast 
lesions. Only one study (21) integrated the radiomics 
signature and CEM-reported lymph node status to predict 
axillary lymph node metastasis in breast cancer.

In our study, we aimed to explore whether better 
classification results for breast lesions could be achieved by 
combining the clinical image features interpreted by the 
radiologists and the radiomics features of CEM images than 
by using either set of the features alone.

Methods

Study population

We retrospectively collected data from consecutive female 
patients who underwent CEM at two research centers 
between August 2017 and February 2020. The Institutional 
Review Board of each center approved this study. The patient 
written informed consent was waived for this retrospective 
analysis. The study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013). None of the 
patients had any contraindications to CEM examination.

The inclusion criteria were as follows: (I) patients with 
suspected breast lesions after physical examination or 
ultrasound and (II) patients who were referred for CEM as 
part of diagnostic imaging. The exclusion criteria were as 
follows: (I) patients lacking histopathological confirmation 
of the final diagnoses of the suspicious lesions; (II) patients 
with missing data; (III) patients with a history of breast 
surgery, breast radiotherapy, chemotherapy or hormone 
treatment within 1 year prior to CEM examination; (IV) 
patients with poor image quality; and (V) patients with no 
lesions detected on any CEM image (Figure 1).

CEM examination

All CEM examinations in both research centers were 
performed using Senographe Essential mammography 
units (GE Healthcare, Buc, France) and followed the 
same examination protocol (Figure 2). In brief, all patients 
received intravenous injections of iodinated contrast 
material (Iohexol, 300–350 mg I/mL; Beilu Pharmaceutical 
Co., Ltd., Beijing, China) at a dose of 1.5 mL/kg and a 
rate of 3 mL/s. Two minutes after the start of injection, 
a pair of HE and LE images were obtained consecutively 
during a single breast compression. Image acquisition was 
performed first from the CC view and then the MLO view 
of the suspicious breast, followed by the CC view and the 
MLO view of the less suspicious breast. Afterwards, the HE 
and LE images were automatically recombined to generate 
the DES images. No severe allergic reaction to the contrast 
material was found in this study.
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CEM image interpretation by the radiologists

All of the CEM images were reviewed and interpreted by 
two independent radiologists with 5 years of experience 
interpreting CEM images to obtain the clinical CEM 
features. The radiologists were blinded to the medical history 
and histopathological results of the patients. In the case of a 
discrepancy, the final decision was made in consensus.

Because there are no standardized criteria for CEM 
image interpretation at present (6,16), the images were 
interpreted according to the 5th edition of the BI-RADS 
Atlas (22). Since LE images appear similar to conventional 
mammography (23,24), the BI-RADS Mammography lexicon 
was consulted to evaluate the LE images with respect to 
the following information: breast composition (a, b, c or d), 
type of suspicious lesions (mass, calcification, asymmetry, or 
architectural distortion), presence or absence of suspicious 
skin/nipple findings or suspicious axillary adenopathy. The 
DES images were analyzed in accordance with the BI-

RADS MRI lexicon concerning the type of enhancing 
lesions (focal, mass or nonmass), internal enhancement 
pattern (homogeneous, heterogeneous, rim enhancement, 
internal septations, clumped or clustered ring), and degree 
of background parenchymal enhancement (minimal, mild, 
moderate or marked). The degree of lesion enhancement (no, 
slight, moderate or intense enhancement) was also evaluated. 
Furthermore, the largest diameters of the lesions were 
measured independently by two radiologists with 1 year of 
experience interpreting CEM images. The mean values of the 
lesion diameters were considered as the final lesion diameters. 
The age of the patient was also analyzed as a clinical feature 
since it is a generally accepted risk factor for breast cancer. 
The list of clinical features is shown in Table S1.

Reference standards

The standard of reference was the histopathologic diagnosis 

Figure 1 Patient inclusion and exclusion criteria. CEM, contrast-enhanced mammography.

Figure 2 Protocol of contrast-enhanced mammography examination. HE, high-energy; LE, low-energy.

Training Set
(Center 1)

60 patients were excluded for:
Lacking histopathology results (n=46) 
Lacking medical history data (n=2)
Lacking image data (n=2)
Having a breast surgery history (n=2)
Having poor image quality (n=5)
Having no lesions detected (n=3)

48 patients were excluded for:
Lacking histopathology results (n=35)
Lacking medical history data (n=1)
Lacking image data (n=6)
Having a hormone treatment history (n=2)
Having poor image quality (n=4)

Testing Set
(Center 2)

212 consecutive CEM 
examinations

152 CEM examinations 74 CEM examinations

226 CEM examinations

122 consecutive CEM 
examinations

2 minutes Less than 8 minutes
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Dose: 1.5 mL/kg 
Flow rate: 1.5 mL/s LE LE

LE

LE LEHE HE

HE

HE HE

Craniocaudal view
Suspected breast

Mediolateral view
Suspected breast

Craniocaudal view
Less suspected breast

Mediolateral view
Less suspected breast

Injection of contrast 
material using automated
power injector High energy: 45-49 kVpLow energy: 26-31 kVp
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obtained by biopsy or surgery within 2 weeks after CEM 
examination. Benign cases were defined as lesions that did 
not contain any carcinoma in situ or invasive components. 
Malignant cases were defined as lesions that contain any 
invasive components or ductal carcinoma in situ.

Lesion delineation and feature extraction

The contours of the lesions were manually delineated 
with ITK-SNAP (version 3.6; www.itksnap.org) (25) by 
one radiologist with 1 year of experience interpreting 
CEM images. Another senior radiologist with 8 years of 
experience interpreting CEM images reviewed all the 
lesion contours and made necessary modification. The two 
radiologists were not informed of the histopathological 
results of the lesions. For each lesion, a total of 6 regions-
of-interests (ROIs) were delineated on the HE, LE and 
DES images in the CC and MLO views. The lesion 
delineation criteria are listed in Table 1. Two weeks later, the 
two radiologists randomly selected 30 patients and repeated 
the segmentation procedure to assess reproducibility of 
manual segmentation by using the intraclass correlation 
coefficient (ICC) (25). The features with ICCs greater than 
0.75 were considered to indicate good agreement and were 
kept in the datasets for the radiomics feature selection step.

Before feature extraction, gray-level discretization was 
performed to discretize all the images to 256 gray levels. 
The image resampling step was omitted because the voxels 
were isotropic in-plane. Analysis Kit software (version 3.2.0; 
GE healthcare) (26,27) was used to extract the radiomics 
features. For each ROI, a total of 387 features, including 42 
histogram features and 345 texture features, were obtained 
(Table S2).

Radiomics feature selection

The data from Center 1 were used as training set to select 
features, train the models, and perform internal validation. 
The data from Center 2 were used as testing set (2:1) to 
perform external testing and visualize receiver operating 
characteristic (ROC) curves.

For radiomics feature selection, a 3-step selection 
strategy (20) was utilized to avoid model overfitting and 
potential bias in the prediction outcome. First, the Mann-
Whitney U test was used to compare the values of all the 
features between the benign and malignant groups, and 
to preliminarily screen the features which were related to 
distinguishing the benign and malignant lesions. All features 
were ranked by the P value from the Mann-Whiney U 
test in increasing order, and the top 800 (approximately 
30%) were selected for the next step. Second, the Pearson 
correlation coefficient between each pair of features (r) was 
calculated as a selection tool to remove highly correlated 
features, which may share similar information for prediction. 
If a pair of features with |r|>0.85 was found, the feature 
with the higher P value was removed. Third, all remaining 
features were further selected by utilizing Boruta’s 
approach, which is based on the Random Forest (RF) 
algorithm. Boruta’s approach performs a top-down search 
by comparing the importance of original attributes with 
randomly achievable importance (28) and is recommended 
for the analysis of high-dimensional datasets (29).  
Features with significantly better performance are 
considered ‘Confirmed’. This step was to help select the 
features which were important in building a classification 
model. All the ‘Confirmed’ features from Boruta’s approach 
were used as the final selected features.

Table 1 Lesion segmentation criteria and steps

Number Lesion segmentation criteria and steps

1 The HE images were automatically transformed into negative images by ITK-SNAP software (version 3.6; www.itksnap.org) to 
segment the lesions

2 Lesion contours (ROIs) were separately delineated on HE, LE and DES images in the CC and MLO views if the lesions were 
visible on each image. If not, contours were delineated on either HE, LE or DES images depending on which provided the best 
visualization of the lesion. Then, these contours were mapped onto the other images, ensuring 6 ROIs for each lesion

3 For nonmass lesions such as microcalcifications, asymmetries, or architectural distortions on LE images, closed loops were 
delineated along the edge of the lesions

4 For patients with multiple lesions, only the largest lesions with histopathological results were delineated

HE, high-energy; LE, low-energy; DES, dual-energy subtraction; CC, craniocaudal; MLO, mediolateral oblique; ROI, region-of-interest.

https://cdn.amegroups.cn/static/public/QIMS-21-103-supplementary.pdf
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Statistical analysis

All statistical analyses were performed using R software 
(version 3.6.3; www.r-project.org). The Mann-Whitney 
U test was used to compare continuous features between 
the benign and malignant groups, and the chi-square test 
(or Fisher’s exact test if any cell count was less than 5) was 
used to compare categorical features. The final selected 
radiomics features and all clinical features were used to 
build a radiomics RF model and a clinical RF model, 
respectively. The RF models (30) were built by using the 
randomForest package with all default settings except for 
ntree =1,000. Following the approach of Breiman (30), the 
Mean Decrease Accuracy (MDA) and Mean Decrease Gini 
(MDG) coefficient (31), were used to rank the importance 
of the features from the RF algorithm results. Then, a 
combined logistic regression model was built by including 
the predicted probabilities from both RF models. The 
area under the ROC curve (AUC) and 95% confidence 
interval (CI) were calculated to compare the performance 
of each model run with the testing set. The ROC curve 
plot was used to visualize the results, and error bars which 
represented 95% CI of the combined models’ sensitivities 
and specificities were provided when needed. The DeLong 
test (32) was used to compare different AUCs. The 
accuracy, sensitivity and specificity of the models for the 

testing set were also calculated by selecting the optimal 
threshold based on Youden index.

To further compare the performance and stability of the 
models, an internal validation was performed by randomly 
splitting the training set into internal-training and internal-
validation sets with the ratio of 2:1 for 100 iterations. Since our 
goal was to compare the performance, we used Monte Carlo 
cross-validation with re-training in the analysis to ensure more 
confidence at cost of an acceptable small bias (33). The mean 
AUCs were then calculated to compare the performance of the 
models. The Kruskal-Wallis test was used to compare overall 
differences among the mean AUCs, and the Mann-Whitney 
U test was used to make pairwise comparisons between AUC 
pairs of interest. Bonferroni correction was used for multiple 
comparisons. A P value less than 0.050 was considered to be 
statistically significant in this study.

Results

Patient characteristics and clinical features of CEM

The patient characteristics and clinical features from their 
CEM images are given in Table 2. Based on the inclusion 
criteria, a total of 334 patients were included in the study. 
As shown in Figure 1, after excluding 108 patients amongst 
whom 81 lacked histopathological results, a total of 226 

Table 2 Patient characteristics and clinical features of contrast-enhanced mammography

Characteristics and 
features

Descriptions

Training set (152 lesions) Testing set (74 lesions)

Benign (64 lesions)
Malignant (88 

lesions)
P value

Benign (37 
lesions)

Malignant (37 
lesions)

P value

Age* – 42.0±10.2 51.4±9.1 <0.001 45.1±8.4 49.8±9.2 0.030

Lesion size (mm)* – 21.8±16.5 30.2±15.3 <0.001 15.9±6.7 26.5±17.6 <0.001

Breast composition a 3/64 (4.7) 2/88 (2.3) 0.117 0/37 (0.0) 2/37 (5.4) 0.455

b 10/64 (15.6) 24/88 (27.3) 6/37 (16.2) 9/37 (24.3)

c 30/64 (46.9) 45/88 (51.1) 20/37 (54.0) 16/37 (43.2)

d 21/64 (32.8) 17/88 (19.3) 11/37 (29.7) 10/37 (27.0)

Mass Absence 33/64 (51.6) 29/88 (33.0) 0.021 14/37 (37.8) 13/37 (35.1) 1.000

Presence 31/64 (48.4) 59/88 (67.0) 23/37 (62.2) 24/37 (64.9)

Microcalcification Absence 52/64 (81.3) 49/88 (55.7) <0.001 30/37 (81.1) 23/37 (62.2) 0.071

Presence 12/64 (18.8) 39/88 (44.3) 7/37 (18.9) 14/37 (37.8)

Architectural distortion Absence 62/64 (96.9) 74/88 (84.1) 0.014 37/37 (100.0) 29/37 (78.4) <0.010

Presence 2/64 (3.1) 14/88 (15.9) 0/37 (0.0) 8/37 (21.6)

Table 2 (continued)
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Table 2 (continued)

Characteristics and 
features

Descriptions

Training set (152 lesions) Testing set (74 lesions)

Benign (64 lesions)
Malignant (88 

lesions)
P value

Benign (37 
lesions)

Malignant (37 
lesions)

P value

Asymmetry Absence 56/64 (87.5) 78/88 (88.6) 0.046 29/37 (78.4) 33/37 (89.2) 0.345

Presence 8/64 (12.5) 10/88 (11.4) 8/37 (21.6) 4/37 (10.8)

Suspicious skin or  
nipple findings

Absence 64/64 (100.0) 78/88 (88.6) <0.010 37/37 (100.0) 34/37 (91.9) 0.240

Presence 0/64 (0.0) 10/88 (11.4) 0/37 (0.0) 3/37 (8.1)

Suspicious axillary  
adenopathy

Absence 61/64 (95.3) 53/88 (60.2) <0.001 34/37 (91.9) 24/37 (64.9) <0.010

Presence 3/64 (4.7) 35/88 (39.8) 3/37 (8.1) 13/37 (35.1)

Degree of enhancement No 12/64 (18.8) 1/88 (1.1) <0.001 5/37 (13.5) 0/37 (0.0) <0.001

Slight 31/64 (48.4) 22/88 (25.0) 19/37 (51.4) 7/37 (18.9)

Moderate 7/64 (10.9) 24/88 (27.3) 3/37 (8.1) 11/37 (29.7)

Intense 14/64 (21.9) 41/88 (46.6) 10/37 (27.0) 19/37 (51.4)

Type of enhancement** Focal 0/52 (0.0) 0/87 (0.0) <0.001 0/32 (0.0) 0/37 (0.0) 0.043

Mass 31/52 (59.6) 61/87 (70.1) 25/32 (78.1) 25/37 (67.6)

Non-mass 21/52 (40.4) 26/87 (29.9) 7/32 (21.9) 12/37 (32.4)

Internal enhancement 
pattern**

Homogeneous 19/52 (36.5) 20/87 (23.0) <0.001 12/32 (37.5) 10/37 (27.0) 0.031

Heterogeneous 29/52 (55.8) 45/87 (51.7) 17/32 (53.1) 23/37 (62.2)

Rim enhancement 4/52 (7.7) 15/87 (17.2) 1/32 (3.1) 4/37 (10.8)

Internal septations 0/52 (0.0) 1/87 (1.1) 0/32 (0.0) 0/37 (0.0)

Clumped 0/52 (0.0) 2/87 (2.3) 2/32 (6.3) 0/37 (0.0)

Clustered ring 0/52 (0.0) 4/87 (4.6) 0/32 (0.0) 0/37 (0.0)

Enhancing lesion  
margin**

Circumscribed 24/52 (46.2) 35/87 (40.2) <0.001 21/32 (65.6) 14/37 (37.8) <0.010

Not circumscribed 28/52 (53.8) 40/87 (46.0) 11/32 (34.4) 18/37 (48.6)

Spiculated 0/52 (0.0) 12/87 (13.8) 0/32 (0.0) 5/37 (13.5)

Degree of background 
parenchymal  
enhancement

Minimal 21/64 (32.8) 33/88 (37.5) <0.010 8/37 (21.6) 13/37 (35.1) 0.040

Mild 16/64 (25.0) 34/88 (38.6) 7/37 (18.9) 14/37 (37.8)

Moderate 12/64 (18.8) 17/88 (19.3) 12/37 (32.4) 4/37 (10.8)

Marked 15/64 (23.4) 4/88 (4.5) 10/37 (27.0) 6/37 (16.2)

*, data are shown as the mean value ± standard deviation. Unmarked data are shown as proportions with percentages in parentheses. 
The Mann-Whitney U test was used to compare continuous features between the benign and malignant groups, and the chi-square test 
(or Fisher’s exact test if any cell count was less than 5) was used to compare categorical features. **, for these enhancing-related features, 
lesions with no enhancement are not shown in this table. A P value less than 0.050 is considered statistically significant.
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patients with 226 lesions (benign lesions: 101/226, 44.7%; 
malignant lesions: 125/226, 55.3%) were included in the 
following analysis. The mean age of all the patients was 
47.4±10.1 years (range, 22–70 years).

Radiomics feature selection

The intra-observer ICC range was 0.802 to 0.934 for 

radiomics features extracted twice by the same radiologist. 
The inter-observer ICC of feature extraction obtained 
by the two radiologists ranged from 0.789 to 0.910. The 
results showed good reproducibility of radiomics feature 
extraction. The results of the radiomics feature selection 
using Boruta’s approach is shown in Figure 3 and Table S3. 
A total of 41 radiomics features (shown as green boxes) were 
selected to construct the radiomics RF model.

Figure 3 Radiomics feature selection with Boruta’s approach. The three blue boxes represent the minimal, average, and maximal importance 
of the shadow attributes. The green, yellow, and red boxes represent confirmed, tentative and rejected features, respectively. Only confirmed 
features for which the importance was significantly larger than that of the shadow variables were chosen as the final selected features for 
constructing the radiomics Random Forest model.

10

5

0

https://cdn.amegroups.cn/static/public/QIMS-21-103-supplementary.pdf
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Model construction

First, all of the clinical CEM features and the 41 selected 
radiomics features were used to construct the binary (benign 
vs. malignant) clinical and radiomics classification models, 
respectively. The values of MDA and MDG coefficient, which 
were used to rank the importance of the features from the RF 

algorithm, are shown in Figure 4A (for the clinical features) 
and Figure 4B (for the radiomics features). In Figure 4A, the 
features of age, enhancing lesion margin, mean lesion size, 
and degree of enhancement are highly ranked in terms of 
MDA for lesion classification. Of note, these features also 
rank highly in terms of MDG coefficient (still in the top 5 

Figure 4 Ranking of the importance of different variables. (A) Ranking of the importance of variables associated with breast lesion classification 
in the clinical Random Forest model. (Left) Mean Decrease Accuracy (MDA) and (right) Mean Decrease Gini coefficients (MDG) of the clinical 
features. Age, enhancing lesion margin, mean lesion size and degree of enhancement features displayed both high MDA and MDG values, 
which indicates that they play important roles among the clinical features for classifying breast lesions at particular node of the decision tree. (B) 
Ranking of the importance of variables associated with breast lesion classification in the radiomics Random Forest model. (Left) MDA and (right) 
MDG of the selected radiomics features. Gray-level Cooccurrence Matrix Energy features and sumAverage feature of the high-energy and low-
energy images showed the highest MDA and MDG values, which reflect the goodness of fit and accuracy in the model prediction.

A

B
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ranking), which indicates that they may have an important 
contribution to the classification of breast lesions. Similarly, 
in Figure 4B, after ranking the selected radiomics features by 
MDA and MDG coefficient, the top 5 ranked factors were 
mainly Gray-level Cooccurrence Matrix Energy features and 
sumAverage features of HE and LE images.

After constructing the clinical and radiomics models, 
a combined logistic regression model incorporating the 
clinical and radiomics features of CEM was built. The 
ROC curves of the clinical, radiomics and combined RF 
models obtained with the testing set are shown in Figure 5.  

After incorporating the clinical and radiomics features of 
CEM, combined model showed an improvement of the 
classification performance, with an AUC of 0.964 (95% 
CI: 0.918–1.000), over both the radiomics RF model (AUC 
=0.947; 95% CI: 0.891–0.997, adjusted P=0.074) and the 
clinical RF model (AUC =0.882; 95% CI: 0.803–0.962, 
adjusted P=0.078). The accuracy, sensitivity and specificity 
of the three models are shown in Table 3. The combined 
model demonstrated the highest values of the performance 
measures, with a diagnostic accuracy of 94.6%.

The mean AUCs of the clinical, radiomics and combined 
models obtained from the 100 rounds of internal validation 
process are shown in Figure 6 and Table 4. The combined 
model still achieved the highest mean AUC of 0.934±0.030, 
which was significantly higher than that of the radiomics 
RF model (mean AUC =0.921±0.031; adjusted P<0.001) and 
that of the clinical RF model (mean AUC =0.907±0.036; 
adjusted P<0.001).

Discussion

Our results showed that a model incorporating both 
clinical and radiomics features of CEM can achieve better 
classification results than model constructed by either 
clinical or radiomics features.

To the best of our knowledge, this is the first study to 
combine the BI-RADS lexicon-based clinical image features 
and radiomics features of CEM for the classification of breast 
lesions, and the results are encouraging. CEM has shown 
promising diagnostic value, with reported summary AUCs 
between 0.93–0.96 (8,34) in two meta-analyses. The sensitivity 
of CEM has been reported to be quite satisfactory even when 
interpreted by nonexperienced human readers (35). However, 
like breast MRI, the specificity of CEM is limited and can 
be affected by the experience of the readers. Therefore, 
we sought to explore whether we could further improve 
the diagnostic performance of CEM by including some 
objective quantitative indexes, namely, radiomics features, 

Figure 5 Receiver operating characteristic (ROC) curves of 
the clinical, radiomics and combined models in the testing set. 
The error bars which represent 95% CI of combined model’s 
sensitivities and specificities were given in the figure. The 
combined model incorporating the clinical and radiomics features 
of contrast-enhanced mammography showed the highest area 
under the ROC curve (AUC) [0.964, 95% confidence interval (CI): 
0.918–1.000]. The AUCs for the radiomics model and the clinical 
model were 0.947 (95% CI: 0.891–0.997) and 0.882 (95% CI: 
0.803–0.962), respectively.
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Table 3 Performance measures of the models in the testing set

Accuracy (%) Sensitivity (%) Specificity (%)

Clinical RF model 83.8 (62/74) 81.1 (30/37) 86.5 (32/37)

Radiomics RF model 91.9 (68/74) 91.9 (34/37) 91.9 (34/37)

Combined LR model 94.6 (70/74) 97.3 (36/37) 91.9 (34/37)

Data in parentheses are proportions of lesions that were correctly classified. The performance measures of the models were calculated 
based on the maximal Youden index of the receiver operating characteristic curve. RF, Random Forest; LR, logistic regression.
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which were extracted by specific computing algorithms.
Several studies have proposed new methods for 

diagnosing breast lesions using CEM images. Perek et al. (14)  
sought to improve the diagnostic specificity for breast 
lesions without compromising sensitivity by constructing 
multimodal networks that incorporated the BI-RADS 
descriptors as additional inputs to classification neural 
networks. The results showed that by combining image 
features, the performance of the network was improved at 
a sensitivity of 100% and a specificity of 66%. Similarly, 
the performance of the radiomics model was also improved 
after adding the BI-RADS descriptors in our study. Some 
studies proposed a computer-aided diagnostic system (10-12) 
in which only radiomics features of CEM were employed 
to aid in diagnosis, and the resulting AUCs were 0.85–0.95. 
In our study, the combined CEM model achieved an AUC 
of 0.964 (95% CI: 0.918–1.000) for the testing set and a 
mean AUC of 0.934 for the internal validation set, which 

shows the potential of improving classification performance 
by adding clinical CEM features to the radiomics models. 
Our results indicate that different modalities (BI-RADS 
textural lexicons and pixel-based radiomics features) may 
complement each other and contribute to a more precise 
classification. In particular, two computer-aided CEM-based 
diagnostic systems developed by Fanizzi et al. (10) and Patel 
et al. (11) showed increases in specificity of at least 8% with 
respect to the performance of human reader. Consistent 
with their results, the combined model in our study also 
demonstrated an increase in specificity compared with 
that reported in the literature [pooled specificity: 66–84% 
(8,9)], which could be further improved by incorporating 
more lesion or patient characteristics in the future. This 
may provide ideas and evidence for the future application 
of artificial intelligence-computer aided diagnostic tools for 
CEM to automatically extract both clinical and radiomics 
CEM features for the diagnosis of breast lesions.

Figure 6 Mean areas under the receiver operating characteristic curves (AUCs) of the clinical, radiomics and combined models calculated 
from 100 iterations for the training set. The Kruskal-Wallis test was used to compare the overall difference among mean AUCs, and the 
Mann-Whitney U test was used to make pairwise comparisons between pairs of interest. Bonferroni correction was used for multiple 
comparisons. The combined model incorporating the clinical and radiomics features of contrast-enhanced mammography showed the 
highest mean AUC (0.934±0.030), followed by the radiomics (mean AUC =0.921±0.031, adjusted P<0.001) and clinical models (mean AUC 
=0.907±0.036, adjusted P<0.001).

Table 4 Mean areas under the receiver operating characteristic curves (AUCs) of the clinical, radiomics and combined models calculated from 
100 iterations of an internal validation process

Model Mean AUC±SE Median AUC (Q1, Q3)

Clinical RF model 0.907±0.036 0.912 (0.880, 0.933)

Radiomics RF model 0.921±0.031 0.922 (0.903, 0.940)

Combined LR model 0.934±0.030 0.939 (0.918, 0.951)

RF, Random Forest; LR, logistic regression; SE, standard error.

Adjusted P=3.57e-03
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In our study, the radiologists evaluated the CEM images 
with the help of the BI-RADS lexicons for mammography and 
MRI. In fact, BI-RADS assessments have been incorporated 
in artificial intelligence data as measures of the likelihood 
of malignancy in breast imaging studies (36). However, in 
our study, some second-level image features, such as mass 
shape or calcification morphology, were not incorporated in 
the clinical model because the sample sizes of some of these 
feature categories were small, which would have affected the 
robustness of the models. This may partly explain why the 
performance of the clinical model in our study was not as 
high as that previously reported in studies on clinical CEM 
features. As Kamal et al. (15,16) stated, other morphological 
and enhancement features can be helpful in differentiating 
breast lesions. Therefore, further studies with larger sample 
sizes, including other clinical features, are warranted.

The methods of lesion delineation adopted by different 
studies on CEM images are not completely consistent. 
Most studies segmented the lesions in both LE and DES 
images (21,25,37), while others segmented only in DES 
images (38,39). In addition, some studies delineated the 
lesions in LE or DES images and mapped the lesion ROIs 
to the matched DES or LE images (11,12). In this study, 
we segmented the lesions in HE, LE and DES images in 
both CC and MLO views, in an attempt to make the best 
use of all the image information. Furthermore, we used 
ICC to evaluate the reproducibility of radiomics feature 
extraction process. This method was adopted by several 
studies (21,25,26). Our results showed that the radiomics 
features demonstrated satisfactory reproducibility of manual 
segmentation, which was in line with a previous study (40).

Our study had several limitations. First, except for patient 
age, we did not include other clinical patient characteristics, 
such as family history, or genomic characteristics, into the 
clinical or the combined model. By incorporating these 
features into the models, the performance of both models 
may be further improved. Second, this is a retrospective 
study with a relatively small dataset. The small sample size 
in the testing cohort may have an impact on the validation 
of the model. We must acknowledge that misclassification 
of a small number of lesions in the testing set may result 
in relatively large differences of AUC, accuracy, sensitivity 
or specificity. Therefore, we performed 100 rounds of 
internal validation to further confirm our results. Despite 
the promising results of our study, a larger prospective 
study is needed to prove the performance of the models in 
this study. Third, the proportion of patients with malignant 
breast lesions in this study was higher than that in clinical 
practice, which may cause potential patient selection 

bias. However, a balanced dataset is also important in the 
radiomics analysis, especially in training the classification 
model. Forth, a manual segmentation method was 
employed in this study. Although favorable intra- and inter-
observer ICCs were obtained, the automated or semi-
automated segmentation method may have higher stability 
and is less time-consuming. Fifth, the modeling process was 
performed on a single vendor system. The results of the 
study may not generalize well to other CEM systems.

In conclusion, incorporating the clinical and radiomics 
features of CEM may achieve better classification results 
for breast lesions than using clinical or radiomics features 
alone. Our procedure may form the basis of a new 
diagnostic scheme in future computer-aided or artificial 
intelligence realms with CEM or serve as a helpful adjunct 
for radiologists in interpreting CEM images.
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Supplementary

Table S1 List of the clinical features of contrast-enhanced mammography used to construct the clinical Random Forest model in this study

Clinical Features Description Evaluation method

Age (y) / /

Lesion size (mm) / Measuring on either the CC or MLO view of the LE or DES images,  
depending on which kind of image showed the largest diameters

Breast composition a By using the LE images.

b

c

d

Type of lesions By using the LE images.

Mass Present

Absent

Calcification Present

Absent

Asymmetry Present

Absent

Architectural distortion Present

Absent

Not shown Present

Absent

Suspicious skin/nipple findings Present By using the LE images.

Absent

Suspicious axillary adenopathy Present By using the LE images.

Absent

Degree of enhancement No enhancement By using the LE images.

Slight enhancement

Moderate enhancement

Intense enhancement

Type of enhancement Focal enhancement By using the DES images.

Mass enhancement

Non-mass enhancement

Internal enhancement pattern Homogeneous By using the DES images.

Heterogeneous

Rim enhancement

Internal septations

Clumped

Clustered ring

Table S1 (continued)
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Table S1 (continued)

Clinical Features Description Evaluation method

Enhancing lesion margin Circumscribed By using the DES images.

Not Circumscribed

Spiculated

Degree of BPE Minimal By using the DES images.

Mild

Moderate

Marked

CC, craniocaudal; MLO, mediolateral oblique; LE, low-energy; DES, dual-energy subtraction; BPE, background parenchymal enhancement.
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Table S2 Radiomic features from different categories

Histogram features
Texture features

GLCM features GLRLM features GLSZM features

1 Percentile5 ClusterProminence_AllDirection_offset1 HighGreyLevelRunEmphasis_AllDirection_offset1 GreyLevelNonuniformity_AllDirection_offset1

2 Percentile10 ClusterProminence_AllDirection_offset1_SD HighGreyLevelRunEmphasis_AllDirection_offset1_SD GreyLevelNonuniformity_AllDirection_offset1_SD

3 Percentile15 ClusterProminence_AllDirection_offset4 HighGreyLevelRunEmphasis_AllDirection_offset4 GreyLevelNonuniformity_AllDirection_offset4

4 Percentile20 ClusterProminence_AllDirection_offset4_SD HighGreyLevelRunEmphasis_AllDirection_offset4_SD GreyLevelNonuniformity_AllDirection_offset4_SD

5 Percentile25 ClusterProminence_AllDirection_offset7 HighGreyLevelRunEmphasis_AllDirection_offset7 GreyLevelNonuniformity_AllDirection_offset7

6 Percentile30 ClusterProminence_AllDirection_offset7_SD HighGreyLevelRunEmphasis_AllDirection_offset7_SD GreyLevelNonuniformity_AllDirection_offset7_SD

7 Percentile35 ClusterProminence_angle0_offset1 HighGreyLevelRunEmphasis_angle0_offset1 GreyLevelNonuniformity_angle0_offset1

8 Percentile40 ClusterProminence_angle0_offset4 HighGreyLevelRunEmphasis_angle0_offset4 GreyLevelNonuniformity_angle0_offset4

9 Percentile45 ClusterProminence_angle0_offset7 HighGreyLevelRunEmphasis_angle0_offset7 GreyLevelNonuniformity_angle0_offset7

10 Percentile50 ClusterProminence_angle135_offset1 HighGreyLevelRunEmphasis_angle135_offset1 GreyLevelNonuniformity_angle135_offset1

11 Percentile55 ClusterProminence_angle135_offset4 HighGreyLevelRunEmphasis_angle135_offset4 GreyLevelNonuniformity_angle135_offset4

12 Percentile60 ClusterProminence_angle135_offset7 HighGreyLevelRunEmphasis_angle135_offset7 GreyLevelNonuniformity_angle135_offset7

13 Percentile65 ClusterProminence_angle45_offset1 HighGreyLevelRunEmphasis_angle45_offset1 GreyLevelNonuniformity_angle45_offset1

14 Percentile70 ClusterProminence_angle45_offset4 HighGreyLevelRunEmphasis_angle45_offset4 GreyLevelNonuniformity_angle45_offset4

15 Percentile75 ClusterProminence_angle45_offset7 HighGreyLevelRunEmphasis_angle45_offset7 GreyLevelNonuniformity_angle45_offset7

16 Percentile80 ClusterProminence_angle90_offset1 HighGreyLevelRunEmphasis_angle90_offset1 GreyLevelNonuniformity_angle90_offset1

17 Percentile85 ClusterProminence_angle90_offset4 HighGreyLevelRunEmphasis_angle90_offset4 GreyLevelNonuniformity_angle90_offset4

18 Percentile90 ClusterProminence_angle90_offset7 HighGreyLevelRunEmphasis_angle90_offset7 GreyLevelNonuniformity_angle90_offset7

19 Percentile95 ClusterShade_AllDirection_offset1 LowGreyLevelRunEmphasis_AllDirection_offset1 Size zone variability

20 Quantile0.025 ClusterShade_AllDirection_offset1_SD LowGreyLevelRunEmphasis_AllDirection_offset1_SD High intensity emphasis

21 Quantile0.250 ClusterShade_AllDirection_offset4 LowGreyLevelRunEmphasis_AllDirection_offset4 High intensity large area emphasis

22 Quantile0.500 ClusterShade_AllDirection_offset4_SD LowGreyLevelRunEmphasis_AllDirection_offset4_SD High intensity small area emphasis

23 Quantile0.750 ClusterShade_AllDirection_offset7 LowGreyLevelRunEmphasis_AllDirection_offset7 Low intensity emphasis

24 Quantile0.975 ClusterShade_AllDirection_offset7_SD LowGreyLevelRunEmphasis_AllDirection_offset7_SD Low intensity large area emphasis

25 Energy ClusterShade_angle0_offset1 LowGreyLevelRunEmphasis_angle0_offset1 Low intensity small area emphasis

26 Entropy ClusterShade_angle0_offset4 LowGreyLevelRunEmphasis_angle0_offset4 Intensity variability

27 Frequency size ClusterShade_angle0_offset7 LowGreyLevelRunEmphasis_angle0_offset7 Large area emphasis

28 Kurtosis ClusterShade_angle135_offset1 LowGreyLevelRunEmphasis_angle135_offset1 Small area emphasis

29 Max intensity ClusterShade_angle135_offset4 LowGreyLevelRunEmphasis_angle135_offset4 Zone percentage

30 Min intensity ClusterShade_angle135_offset7 LowGreyLevelRunEmphasis_angle135_offset7

31 Mean deviation ClusterShade_angle45_offset1 LowGreyLevelRunEmphasis_angle45_offset1

32 Mean value ClusterShade_angle45_offset4 LowGreyLevelRunEmphasis_angle45_offset4

33 Median intensity ClusterShade_angle45_offset7 LowGreyLevelRunEmphasis_angle45_offset7

34 Range ClusterShade_angle90_offset1 LowGreyLevelRunEmphasis_angle90_offset1

35 Relative deviation ClusterShade_angle90_offset4 LowGreyLevelRunEmphasis_angle90_offset4

36 Root mean square ClusterShade_angle90_offset7 LowGreyLevelRunEmphasis_angle90_offset7

37 Skewness Correlation_AllDirection_offset1 LongRunEmphasis_AllDirection_offset1

38 Standard deviation Correlation_AllDirection_offset1_SD LongRunEmphasis_AllDirection_offset1_SD

39 Uniformity Correlation_AllDirection_offset4 LongRunEmphasis_AllDirection_offset4

40 Variance Correlation_AllDirection_offset4_SD LongRunEmphasis_AllDirection_offset4_SD

41 Volume count Correlation_AllDirection_offset7 LongRunEmphasis_AllDirection_offset7

42 Voxel value sum Correlation_AllDirection_offset7_SD LongRunEmphasis_AllDirection_offset7_SD

43 Correlation_angle0_offset1 LongRunEmphasis_angle0_offset1

44 Correlation_angle0_offset4 LongRunEmphasis_angle0_offset4

45 Correlation_angle0_offset7 LongRunEmphasis_angle0_offset7

46 Correlation_angle135_offset1 LongRunEmphasis_angle135_offset1

Table S2 (continued)
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Table S2 (continued)

Histogram features
Texture features

GLCM features GLRLM features GLSZM features

47 Correlation_angle135_offset4 LongRunEmphasis_angle135_offset4

48 Correlation_angle135_offset7 LongRunEmphasis_angle135_offset7

49 Correlation_angle45_offset1 LongRunEmphasis_angle45_offset1

50 Correlation_angle45_offset4 LongRunEmphasis_angle45_offset4

51 Correlation_angle45_offset7 LongRunEmphasis_angle45_offset7

52 Correlation_angle90_offset1 LongRunEmphasis_angle90_offset1

53 Correlation_angle90_offset4 LongRunEmphasis_angle90_offset4

54 Correlation_angle90_offset7 LongRunEmphasis_angle90_offset7

55 GLCMEnergy_AllDirection_offset1 ShortRunEmphasis_AllDirection_offset1

56 GLCMEnergy_AllDirection_offset1_SD ShortRunEmphasis_AllDirection_offset1_SD

57 GLCMEnergy_AllDirection_offset4 ShortRunEmphasis_AllDirection_offset4

58 GLCMEnergy_AllDirection_offset4_SD ShortRunEmphasis_AllDirection_offset4_SD

59 GLCMEnergy_AllDirection_offset7 ShortRunEmphasis_AllDirection_offset7

60 GLCMEnergy_AllDirection_offset7_SD ShortRunEmphasis_AllDirection_offset7_SD

61 GLCMEnergy_angle0_offset1 ShortRunEmphasis_angle0_offset1

62 GLCMEnergy_angle0_offset4 ShortRunEmphasis_angle0_offset4

63 GLCMEnergy_angle0_offset7 ShortRunEmphasis_angle0_offset7

64 GLCMEnergy_angle135_offset1 ShortRunEmphasis_angle135_offset1

65 GLCMEnergy_angle135_offset4 ShortRunEmphasis_angle135_offset4

66 GLCMEnergy_angle135_offset7 ShortRunEmphasis_angle135_offset7

67 GLCMEnergy_angle45_offset1 ShortRunEmphasis_angle45_offset1

68 GLCMEnergy_angle45_offset4 ShortRunEmphasis_angle45_offset4

69 GLCMEnergy_angle45_offset7 ShortRunEmphasis_angle45_offset7

70 GLCMEnergy_angle90_offset1 ShortRunEmphasis_angle90_offset1

71 GLCMEnergy_angle90_offset4 ShortRunEmphasis_angle90_offset4

72 GLCMEnergy_angle90_offset7 ShortRunEmphasis_angle90_offset7

73 GLCMEntropy_AllDirection_offset1 RunLengthNonuniformity_AllDirection_offset1

74 GLCMEntropy_AllDirection_offset1_SD RunLengthNonuniformity_AllDirection_offset1_SD

75 GLCMEntropy_AllDirection_offset4 RunLengthNonuniformity_AllDirection_offset4

76 GLCMEntropy_AllDirection_offset4_SD RunLengthNonuniformity_AllDirection_offset4_SD

77 GLCMEntropy_AllDirection_offset7 RunLengthNonuniformity_AllDirection_offset7

78 GLCMEntropy_AllDirection_offset7_SD RunLengthNonuniformity_AllDirection_offset7_SD

79 GLCMEntropy_angle0_offset1 RunLengthNonuniformity_angle0_offset1

80 GLCMEntropy_angle0_offset4 RunLengthNonuniformity_angle0_offset4

81 GLCMEntropy_angle0_offset7 RunLengthNonuniformity_angle0_offset7

82 GLCMEntropy_angle135_offset1 RunLengthNonuniformity_angle135_offset1

83 GLCMEntropy_angle135_offset4 RunLengthNonuniformity_angle135_offset4

84 GLCMEntropy_angle135_offset7 RunLengthNonuniformity_angle135_offset7

85 GLCMEntropy_angle45_offset1 RunLengthNonuniformity_angle45_offset1

86 GLCMEntropy_angle45_offset4 RunLengthNonuniformity_angle45_offset4

87 GLCMEntropy_angle45_offset7 RunLengthNonuniformity_angle45_offset7

88 GLCMEntropy_angle90_offset1 RunLengthNonuniformity_angle90_offset1

89 GLCMEntropy_angle90_offset4 RunLengthNonuniformity_angle90_offset4

90 GLCMEntropy_angle90_offset7 RunLengthNonuniformity_angle90_offset7

91 HaralickCorrelation_AllDirection_offset1 LongRunHighGreyLevelEmphasis_AllDirection_offset1

92 HaralickCorrelation_AllDirection_offset1_SD LongRunHighGreyLevelEmphasis_AllDirection_offset1_SD

Table S2 (continued)
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Table S2 (continued)

Histogram features
Texture features

GLCM features GLRLM features GLSZM features

93 HaralickCorrelation_AllDirection_offset4 LongRunHighGreyLevelEmphasis_AllDirection_offset4

94 HaralickCorrelation_AllDirection_offset4_SD LongRunHighGreyLevelEmphasis_AllDirection_offset4_SD

95 HaralickCorrelation_AllDirection_offset7 LongRunHighGreyLevelEmphasis_AllDirection_offset7

96 HaralickCorrelation_AllDirection_offset7_SD LongRunHighGreyLevelEmphasis_AllDirection_offset7_SD

97 HaralickCorrelation_angle0_offset1 LongRunHighGreyLevelEmphasis_angle0_offset1

98 HaralickCorrelation_angle0_offset4 LongRunHighGreyLevelEmphasis_angle0_offset4

99 HaralickCorrelation_angle0_offset7 LongRunHighGreyLevelEmphasis_angle0_offset7

100 HaralickCorrelation_angle135_offset1 LongRunHighGreyLevelEmphasis_angle135_offset1

101 HaralickCorrelation_angle135_offset4 LongRunHighGreyLevelEmphasis_angle135_offset4

102 HaralickCorrelation_angle135_offset7 LongRunHighGreyLevelEmphasis_angle135_offset7

103 HaralickCorrelation_angle45_offset1 LongRunHighGreyLevelEmphasis_angle45_offset1

104 HaralickCorrelation_angle45_offset4 LongRunHighGreyLevelEmphasis_angle45_offset4

105 HaralickCorrelation_angle45_offset7 LongRunHighGreyLevelEmphasis_angle45_offset7

106 HaralickCorrelation_angle90_offset1 LongRunHighGreyLevelEmphasis_angle90_offset1

107 HaralickCorrelation_angle90_offset4 LongRunHighGreyLevelEmphasis_angle90_offset4

108 HaralickCorrelation_angle90_offset7 LongRunHighGreyLevelEmphasis_angle90_offset7

109 Angular second moment LongRunLowGreyLevelEmphasis_AllDirection_offset1

110 Contrast LongRunLowGreyLevelEmphasis_AllDirection_offset1_SD

111 Haralick entropy LongRunLowGreyLevelEmphasis_AllDirection_offset4

112 Haralick variance LongRunLowGreyLevelEmphasis_AllDirection_offset4_SD

113 Sum average LongRunLowGreyLevelEmphasis_AllDirection_offset7

114 Sum entropy LongRunLowGreyLevelEmphasis_AllDirection_offset7_SD

115 Sum variance LongRunLowGreyLevelEmphasis_angle0_offset1

116 Difference entropy LongRunLowGreyLevelEmphasis_angle0_offset4

117 Difference variance LongRunLowGreyLevelEmphasis_angle0_offset7

118 Inverse difference moment LongRunLowGreyLevelEmphasis_angle135_offset1

119 InverseDifferenceMoment_AllDirection_offset1 LongRunLowGreyLevelEmphasis_angle135_offset4

120
InverseDifferenceMoment_AllDirection_off-
set1_SD

LongRunLowGreyLevelEmphasis_angle135_offset7

121 InverseDifferenceMoment_AllDirection_offset4 LongRunLowGreyLevelEmphasis_angle45_offset1

122
InverseDifferenceMoment_AllDirection_off-
set4_SD

LongRunLowGreyLevelEmphasis_angle45_offset4

123 InverseDifferenceMoment_AllDirection_offset7 LongRunLowGreyLevelEmphasis_angle45_offset7

124
InverseDifferenceMoment_AllDirection_off-
set7_SD

LongRunLowGreyLevelEmphasis_angle90_offset1

125 InverseDifferenceMoment_angle0_offset1 LongRunLowGreyLevelEmphasis_angle90_offset4

126 InverseDifferenceMoment_angle0_offset4 LongRunLowGreyLevelEmphasis_angle90_offset7

127 InverseDifferenceMoment_angle0_offset7 ShortRunHighGreyLevelEmphasis_AllDirection_offset1

128 InverseDifferenceMoment_angle135_offset1
ShortRunHighGreyLevelEmphasis_AllDirection_offset1_
SD

129 InverseDifferenceMoment_angle135_offset4 ShortRunHighGreyLevelEmphasis_AllDirection_offset4

130 InverseDifferenceMoment_angle135_offset7
ShortRunHighGreyLevelEmphasis_AllDirection_offset4_
SD

131 InverseDifferenceMoment_angle45_offset1 ShortRunHighGreyLevelEmphasis_AllDirection_offset7

132 InverseDifferenceMoment_angle45_offset4
ShortRunHighGreyLevelEmphasis_AllDirection_offset7_
SD

133 InverseDifferenceMoment_angle45_offset7 ShortRunHighGreyLevelEmphasis_angle0_offset1

134 InverseDifferenceMoment_angle90_offset1 ShortRunHighGreyLevelEmphasis_angle0_offset4

Table S2 (continued)
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Table S2 (continued)

Histogram features
Texture features

GLCM features GLRLM features GLSZM features

135 InverseDifferenceMoment_angle90_offset4 ShortRunHighGreyLevelEmphasis_angle0_offset7

136 InverseDifferenceMoment_angle90_offset7 ShortRunHighGreyLevelEmphasis_angle135_offset1

137 Inertia_AllDirection_offset1 ShortRunHighGreyLevelEmphasis_angle135_offset4

138 Inertia_AllDirection_offset1_SD ShortRunHighGreyLevelEmphasis_angle135_offset7

139 Inertia_AllDirection_offset4 ShortRunHighGreyLevelEmphasis_angle45_offset1

140 Inertia_AllDirection_offset4_SD ShortRunHighGreyLevelEmphasis_angle45_offset4

141 Inertia_AllDirection_offset7 ShortRunHighGreyLevelEmphasis_angle45_offset7

142 Inertia_AllDirection_offset7_SD ShortRunHighGreyLevelEmphasis_angle90_offset1

143 Inertia_angle0_offset1 ShortRunHighGreyLevelEmphasis_angle90_offset4

144 Inertia_angle0_offset4 ShortRunHighGreyLevelEmphasis_angle90_offset7

145 Inertia_angle0_offset7 ShortRunLowGreyLevelEmphasis_AllDirection_offset1

146 Inertia_angle135_offset1 ShortRunLowGreyLevelEmphasis_AllDirection_offset1_SD

147 Inertia_angle135_offset4 ShortRunLowGreyLevelEmphasis_AllDirection_offset4

148 Inertia_angle135_offset7 ShortRunLowGreyLevelEmphasis_AllDirection_offset4_SD

149 Inertia_angle45_offset1 ShortRunLowGreyLevelEmphasis_AllDirection_offset7

150 Inertia_angle45_offset4 ShortRunLowGreyLevelEmphasis_AllDirection_offset7_SD

151 Inertia_angle45_offset7 ShortRunLowGreyLevelEmphasis_angle0_offset1

152 Inertia_angle90_offset1 ShortRunLowGreyLevelEmphasis_angle0_offset4

153 Inertia_angle90_offset4 ShortRunLowGreyLevelEmphasis_angle0_offset7

154 Inertia_angle90_offset7 ShortRunLowGreyLevelEmphasis_angle135_offset1

155 ShortRunLowGreyLevelEmphasis_angle135_offset4

156 ShortRunLowGreyLevelEmphasis_angle135_offset7

157 ShortRunLowGreyLevelEmphasis_angle45_offset1

158 ShortRunLowGreyLevelEmphasis_angle45_offset4

159 ShortRunLowGreyLevelEmphasis_angle45_offset7

160 ShortRunLowGreyLevelEmphasis_angle90_offset1

161 ShortRunLowGreyLevelEmphasis_angle90_offset4

162 ShortRunLowGreyLevelEmphasis_angle90_offset7

GLCM, gray level cooccurrence matrix; GLRML, gray level run length matrix; GLSZM, gray level size zone matrix.
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Table S3 Selected radiomic features for constructing the radiomics Random Forest model

Number Selected radiomics features

1 MLO_HE_GLCMEnergy_AllDirection_offset1_SD

2 MLO_LE_sumAverage

3 MLO_LE_HaralickCorrelation_angle90_offset1

4 MLO_LE_ClusterProminence_AllDirection_offset1_SD

5 MLO_LE_Correlation_AllDirection_offset1_SD

6 CC_LE_sumAverage

7 CC_DES_LowIntensityLargeAreaEmphasis

8 CC_DES_LongRunLowGreyLevelEmphasis_AllDirection_offset1_SD

9 MLO_DES_GLCMEnergy_angle0_offset1

10 MLO_LE_GLCMEntropy_angle45_offset7

11 CC_LE_GLCMEnergy_AllDirection_offset1_SD

12 CC_DES_ClusterProminence_AllDirection_offset1_SD

13 MLO_LE_GLCMEnergy_AllDirection_offset1_SD

14 CC_LE_GLCMEntropy_angle45_offset7

15 MLO_HE_ShortRunLowGreyLevelEmphasis_AllDirection_offset7_SD

16 MLO_HE_GLCMEntropy_angle135_offset7

17 MLO_LE_Correlation_AllDirection_offset7_SD

18 MLO_HE_LongRunEmphasis_AllDirection_offset7_SD

19 MLO_DES_ShortRunEmphasis_AllDirection_offset1_SD

20 MLO_DES_sumAverage

21 MLO_HE_LongRunEmphasis_AllDirection_offset1_SD

22 CC_DES_ClusterProminence_angle45_offset7

23 MLO_DES_LongRunEmphasis_AllDirection_offset4_SD

24 CC_HE_LongRunLowGreyLevelEmphasis_AllDirection_offset4_SD

25 MLO_LE_SmallAreaEmphasis

26 CC_LE_LargeAreaEmphasis

27 CC_HE_SmallAreaEmphasis

28 CC_LE_SmallAreaEmphasis

29 MLO_HE_sumAverage

30 CC_DES_Correlation_AllDirection_offset1_SD

31 MLO_LE_GLCMEnergy_AllDirection_offset4_SD

32 CC_LE_Correlation_AllDirection_offset7_SD

33 MLO_LE_Quantile0.25

34 MLO_LE_InverseDifferenceMoment_angle135_offset7

35 CC_HE_Inertia_angle135_offset7

37 MLO_DES_ClusterProminence_AllDirection_offset1_SD

38 CC_HE_InverseDifferenceMoment_angle0_offset7

39 CC_DES_Percentile70

40 CC_LE_Percentile20

41 MLO_DES_RunLengthNonuniformity_angle135_offset7
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