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Background: Manually performed diameter measurements on ECG-gated CT-angiography (CTA) 
represent the gold standard for diagnosis of thoracic aortic dilatation. However, they are time-consuming 
and show high inter-reader variability. Therefore, we aimed to evaluate the accuracy of measurements of a 
deep learning-(DL)-algorithm in comparison to those of radiologists and evaluated measurement times (MT). 
Methods: We retrospectively analyzed 405 ECG-gated CTA exams of 371 consecutive patients with 
suspected aortic dilatation between May 2010 and June 2019. The DL-algorithm prototype detected 
aortic landmarks (deep reinforcement learning) and segmented the lumen of the thoracic aorta (multi-
layer convolutional neural network). It performed measurements according to AHA-guidelines and created 
visual outputs. Manual measurements were performed by radiologists using centerline technique. Human 
performance variability (HPV), MT and DL-performance were analyzed in a research setting using a linear 
mixed model based on 21 randomly selected, repeatedly measured cases. DL-algorithm results were then 
evaluated in a clinical setting using matched differences. If the differences were within 5 mm for all locations, 
the cases was regarded as coherent; if there was a discrepancy >5 mm at least at one location (incl. missing 
values), the case was completely reviewed.
Results: HPV ranged up to ±3.4 mm in repeated measurements under research conditions. In the 
clinical setting, 2,778/3,192 (87.0%) of DL-algorithm’s measurements were coherent. Mean differences 
of paired measurements between DL-algorithm and radiologists at aortic sinus and ascending aorta were 
−0.45±5.52 and −0.02±3.36 mm. Detailed analysis revealed that measurements at the aortic root were over-/
underestimated due to a tilted measurement plane. In total, calculated time saved by DL-algorithm was  
3:10 minutes/case. 
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Introduction

Thoracic aortic dilatation occurs with an incidence of 
approximately 6–16 cases per 100,000 people/year and 
there is an increasing prevalence and incidence of dilatation 
of the thoracic aorta (1-4). Regardless of the cause of 
dilatation, the risk of aortic dissection or rupture rises 
with increasing diameters (5). This leads to high mortality 
rates. For example, in the USA, aneurysms of the thoracic 
and abdominal aorta are the 14th leading cause of death in 
people older than 55 years (6). Main factors that cause an 
increase in aortic diameter are patient age, genetic disorders 
(such as Marfan syndrome), as well as valve pathologies such 
as a bicuspid aortic valve (7,8).

Imaging is the sole option to detect aortic dilatation, 
being typically an asymptomatic disease, and only cross-
sectional imaging can depict the entire aortic arch; opposite 
to echocardiography which can only be used to visualize 
the aortic root. Current guidelines recommend ECG-
gated CT angiography (CTA) which is considered superior 
to other imaging modalities (9). However, measurements 
differ frequently. It is well known that transverse diameter 
measurements are inaccurate and considered obsolete (10). 
Centerline-based measurements have become best practice 
and were established about 15 years ago (11). However, the 
process of evaluating the dimensions of the thoracic aorta 
by measurements perpendicular to the vessel centerline is 
still time-consuming with 5–6 minutes per case (12,13). 
Currently, centerline fitting is performed automatically, 
but measurement locations have to be chosen manually. 
Due to incorrectly placed centerlines or failed automatic 
fitting, there is often the necessity for manual adjustments/
interaction (13). This increases measuring times further 
and is a source of variability which ranges up to 5 mm even 
among expert readers in a research setting (14,15).

There are limited studies describing tools for automatic 
aortic segmentation/measurements that, for example, detect 

abdominal aortic aneurysms, measure the descending aortic 
diameter prior to stent graft planning, segment and measure 
aortic diameters in native scans of the thoracic aorta in 
CT scans, or help to improve reading follow-up CT scans 
according to guidelines (16-19).

In this work, we analyzed the performance of a novel 
DL-algorithm that automatically detects the thoracic aorta, 
places the centerline, identifies measurement locations and 
performs measurements according to current American 
Heart Association (AHA) guidelines. 

The accuracy of the DL-algorithm was analyzed in a 
patient cohort with suspected aortic dilatation. In a research 
setting, we first compared its measurements to radiologists’ 
measurements who used the established semi-automatic 
procedure in order to evaluate inter- and intra-reader 
variability and the expected savings in terms of measurement 
time (MT). This was followed by an evaluation of the whole 
cohort in a clinical setting. 

Methods

Ethics

The study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013). All data was 
encoded prior to any analysis to preserve patient anonymity. 
The Ethics Commitee for Northwest and Central 
Switzerland approved this study (ID: 2019-01053) and 
individual consent for this retrospective analysis was waived.

Study population

A total of 371 consecutive patients who underwent ECG-
gated CTA at our institution between May 2010 and June 
2019 and whose radiologic reports included standardized 
diameter measurements were identified and included in this 
study (Figure 1). Those patients either were suspected to 

Conclusions: The DL-algorithm provided coherent results to radiologists at almost 90% of measurement 
locations, while the majority of discrepent cases were located at the aortic root. In summary, the DL-
algorithm assisted radiologists in performing AHA-compliant measurements by saving 50% of time per case.
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have dilatation (for example an aortic root diameter based 
on echocardiography of more than 40 mm) or underwent 
CT exams in the context of known dilatation. Exclusion 
criteria were aortic pathologies other than dilatation (acute 
or chronic dissection, rupture or intramural hematoma) 
or prior surgery of the thoracic aorta; the DL-algorithm 
was not built to evaluate those conditions. Baseline data 
of patients and overview of processed cases are shown 
in Table 1. While the full dataset (dataset A) was used to 
evaluate the overall diagnostic performance of the DL-
algorithm, a subset of 21 CT studies (dataset B, inter-rater 
subset) was randomly selected to perform an analysis under 
research conditions. Thereby, the inter- and intra-observer 
viariability associated with the common established, semi-
automatic workflow was analyzed. Another subset (dataset C, 
follow-up subset) was created to evaluate the subcohort of 
patients who underwent more than one exam.

CT scan

All scans were performed on one of four CT scanners 

(Somatom Sensation 64, AS+, Edge or Definition Flash, 
Siemens Healthineers, Forchheim, Germany). Each exam 
was prospectively ECG-gated to minimize motion artifacts 
by cardiac movement. Image acquisition was performed 
during diastole, either as low pitch spiral acquisition with 
dose modulation over multiple heart beats (Sensation 64, 
AS+ or Edge scanners) or during one heart beat (Definition 
Flash scanner). 

Bolus tracking was performed in the ascending aorta; 
trigger was ≥100 HU with a 10 s delay. 70–100 mL of 
contrast agent for thoracic scans were administered with a 
flow rate of 3–4 mL/s. No pharmacologic agent was used 
for heart rate control in any scan. We generally used the 
thinnest soft tissue kernel available (1.0 mm slice thickness, 
increment 0.6 mm, resolution 512×512 pixels).

Measurement tools

Established semi-automatic workflow
Measurements were performed perpendicular to blood flow 
axis using the centerline technique in the postprocessing 

Figure 1 Flow chart of the dataset A. All scans with suspected or known dilatation and reported, standardized measurements were included. 
Pts, patients; DL, deep learning.

All CT studies with suspected/known aortic 
dilatation May 2010 to June 2019

n=529 (481 pts)

n=488 (446 pts)

Scans included
n=405 (371 pts)

Prior aortic surgery or dissection
n=41

no ECG-gating or no contrast media
n=83

Table 1 Baseline characteristics

Baseline data Dataset A Dataset B (inter-rater subset) Dataset C (follow-up subset)

Number of patients 371 21 32

Age (years) 65.2±11.7 67.4±14.0 61.1±11.1

Female sex 98 (24.6%) 5 (23.8%) 5 (15.6%)

Number of CT scans 405 21 34

Baseline characteristics and study populations for both datasets (Dataset A: main cohort, Dataset B: randomly selected cases for  
inter-/intra-reader analysis, Dataset C: patients with more than one exam). Dataset C, age at first scan. CT, computed tomography
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software Syngo.via (Siemens Healthineers, Forchheim, 
Germany) (10,14). The aortic centerline was automatically 
detected; radiologists could adjust the centerline in case 
it was not fitted well. If the automatic centerline wasn’t 
available, radiologists placed it manually. Measuring points 
were used according to current AHA-guidelines (9): aortic 
sinus (AS), sinotubular junction (STJ), ascending aorta (AA), 
proximal aortic arch (PA), mid aortic arch (MA), and distal 
aortic arch (DA) (9). 

Fully-automatic DL-based workflow
DL-algorithm measurements were performed by an in-
house deployed prototype software (Chest AI, version 
0.2.9.2, Siemens Healthineers, Forchheim, Germany). Its 
development was completely independent from this study. 
The thinnest soft tissue kernel series per case was sent to 
the dedicated workstation which processed the cases one by 
one. No further human input was necessary. 

The DL-algorithm fully and automatically performed 
three consecutive steps: detection of aortic landmarks, 
segmentation of the lumen, and diameter measurements 
(incl. detection of measurement locations).

First, landmark detection based on Deep Reinforcement 
Learning was performed to detect six landmarks along 
the thoracic aorta: aortic root, aortic arch center, 
brachiocephalic artery bifurcation, left common carotid 
artery, left subclavian artery, celiac trunk. The principles 
of the underlying algorithm have been described by Ghesu 
et al. (20). The algorithm has been trained on more than 
10,000 data sets (CT data plus manual labelling of the six 
landmarks).

The aortic root landmark was used to define a Region 
of Interest (ROI) for the segmentation algorithm. The 
segmentation was performed using an adversarial deep 
image-to-image network (DI2IN), which is a multi-layer 
convolutional neural network (CNN) taking the CT 
data (cropped to the ROI) as an input and providing a 
segmentation mask as an output. The technical approach 
of network topology and training strategy has first been 
developed in the context of liver segmentation and is 
easily adapted to other organs like the aorta by providing 
corresponding CT data and annotations (manually 
segmented aorta masks) (21). Training was performed on 
more than 1,000 CT data sets covering both native and 
contrast-enhanced data with and without ECG-gating; these 
data sets were completely independent from this study.

Given the segmented aorta mask, a centerline model 
was used to generate the aortic centerline. The centerline 

was used in combination with the pre-computed aortic 
landmarks to identify the measurement planes at multiple 
locations according to the AHA guidelines (Figure 2) (9).

In each of the planes, multiple diameters were measured 
by computing intersections of rays starting from the 
centerline with the aortic mask. Based on these diameters, 
the maximum in-plane diameter was reported. Visual output 
series were created in axial and sagittal orientation as well as 
a 3D volume rendering. 

Image reading and data evaluation

Research setting, inter-rater variability of semi-
automatic workflow compared to DL-algorithm and 
measurement times 
Three readers, R1, R2, and R3 with 2, 4.5 and 8 years of 
experience, respectively, performed measurements in dataset 
B (inter-rater subset) twice with a blanking period of at least 
7 days. Readers were blinded to reports. Reader R2 and R3 
were both fellowship-trained in cardiovascular radiology. 
The reading was performed in a calm environment, no 
telephone or clinical duties were present to establish 
optimal conditions for measurements. Each reader noted 
MT of each case after it was loaded in Syngo.via software 
up until all locations were measured. 

Intraclass correlations (ICC) were calculated for both 
intra- and inter-reader agreement evaluation for each 
measurement location (22). To compare the the results of 
the DL-algorithm with human performance and variability, 
we set up a linear mixed model based on the human 
measurements with reader and case as random effects and 
location as a fixed effect (23). Then, a predicted value 
(gold standard) and its 95% prediction interval for each 
location and case was estimated in order to evaluate human 
performance variability (HPV). To obtain robust prediction 
intervals we applied bootstrap methods taking into account 
the hierarchical structure of the data (R:library fabricatr). 
Finally, the proportion of DL-measurements outside the 
prediction interval was used to test (chi-squared) whether 
the proportion of outliers is compatible with the expected 
number of 5% (gold standard). 

Clinical setting, performance evaluation of the DL-
algorithm
All 405 scans included in dataset A underwent fully 
automatic processing by the DL-algorithm. Each case was 
processed twice to evaluate technical feasibility; to verify 
reproducibility, those measurements were compared with 
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Figure 2 Visual output of DL-measurements in a case with normal diameters and within human variance. (A) VRT with lateral view on 
thoracic aorta with thumbnails of measurements at each location; (B) VRT with anterior view on thoracic aorta; (C) Non-linear projection 
of the aortic centerline into a 2D plane on thoracic aorta with measurement plane at each location, measurement plane of ascending aorta 
highlighted in orange; (D) Measurement of AA on cross-sectional images orthogonal to the aortic centerline based on (C). AA, ascending 
aorta; AHA, American Heart Association; DL, deep learning; VRT, volume rendering technique.
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each other. MT required for processing were automatically 
noted by the DL-algorithm.

The results provided by the DL-algorithm were then 
compared to the original diameter measurements that were 
retrospectively extracted from the written reports using a 
Python-based script. These original measurements were 
initially performed by residents, afterwards they were 
discussed with a senior, board-certified radiologist who was 
free to overrule measurements and who finalized the report. 
Mid descending aorta (MDA) and distal descending aorta 
(DDA) measurements were not included in the original 
reports as a trade-off to optimize clinical efficiency since 
most dilatations are found at the aortic root or ascending 

aorta.
Cases with a difference of >5 mm for at least one 

measurement location between the two methods were 
regarded as discrepant (cutoff-value based on Quint  
et al. (15), this includes missing measurements). In these 
cases, visual outputs were used for a full review by a 
fellowship-trained, cardiovascular radiologist with 4.5 years 
of experience (R2). In addition, an analysis of classification 
change (dilatation versus no dilatation) between DL-
measurements and original reports was performed. We 
defined relevant dilatation of the aorta as ≥45 mm at AS, 
STJ, and AA and ≥40 mm at all other locations in order to 
evaluate misclassification (based on current literature which 
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also represents the standard at our institution) (2,24). For 
review analysis, AS and STJ were grouped as aortic root, 
PA, MA, and DA as aortic arch, and MDA and DDA as 
descending aorta.

Dataset C which included all patients with more than 
one exam was analyzed in regards if there was a difference 
of >5 mm of diameters between two scans for the DL-
algorithm or the reports. The results can be found in the 
supplements.

Data organization was performed with Excel (Microsoft 
Corporation, Redmont, USA) and Python (Python 
Software Foundation, Wilmington, USA). R (R Foundation 
for Statistical Computing, Vienna, Austria) and SPSS (IBM, 
Armonk, USA) were used for statistical analysis. We plotted 
the data in scatterplots and calculated Pearson correlation 
coefficients (PCC) for each location. In addition, Bland-
Altman plots were created to compare reported with DL-
measurements. To compare absolute diameters, Mann-
Whitney-U-Test was used. A P value <0.05 was defined to 
indicate statistical significance. We also calculated mean 
diameter measurements and standard deviations by the DL-
algorithm for each location, sorted by sex and age group 
(Table S1).

Results

Success rates of automatic processing

Fully-automated diameter measurements by the DL-

algorithm were technically successful in 399 of 405 cases 
(98.5%) and at 3007/3192 locations (94.2%, Table 2). 
Measurements from AS until mid arch were available in 
98.7%, complete measurements at all locations in 85.5% of 
all cases. The algorithm’s technical failure rate was highest 
in the descending aorta and distal aortic arch (14.5%). 

Inter- & intra-reader comparison in research setting

The randomly selected dataset B (inter-rater subset) used 
for the inter- and intra-reader analyses consisted of 12 cases 
with normal diameters, 8 with aortic dilatation and one with 
aortic coarctation. Figure 3 shows the manual measurement 
results for all 21 patients from the subset along with the 
respective DL-measurements. 

Overall, inter-rater agreement between radiologists was 
excellent: Average ICC for intra-reader agreement over 
all locations was 0.94 [range: 0.81 (STJ) – 0.98 (AA)]. The 
largest variation was observed for STJ measurements of R1 
and R3 (ICC: 0.76 and 0.70, respectively) indicating only 
moderate/good agreement. Average ICC for inter-reader 
agreement over all locations was 0.94 [range: 0.85 (STJ) 
– 0.98 (AA)]. An overview of all ICC can be found in the 
supplements (Table S2).

The prediction interval for HPV that was calculated based 
on the repeated measurements by the three readers varied for 
each location with a median width of ±2.6 mm, a maximum 
width of ±3.4 mm, and a minimum width of ±2.5 mm. 

The DL-algorithm measurements were statistically more 

Table 2 Technical success rates

Technical success rates Dataset A (371 pts/405 cases)

Number of cases processed by the DL-algorithm 399/405 (98.5%)

Number of processed cases by the DL-algorithm with all measurements available 341/399 (85.5%)

Aortic sinus 399/399 (100%)

Sinotubular junction 399/399 (100%)

Ascending aorta 396/399 (99.2%)

Proximal arch 396/399 (99.2%)

Mid arch 394/399 (98.7%)

Distal arch 341/399 (85.5%)

Mid descending aorta 341/399 (85.5%)

Distal descending aorta 341/399 (85.5%)

Total technical success rate of DL-algorithm for all locations 3,007/3,192 (94.2%)

Technical success rates of the DL-algorithm divided by location. DL, deep learning.
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often outside the 95% prediction interval compared to the 
expected percentage of 5% as shown by the chi-squared test 
(22.5%, P<0.0001, 95% CI: 15.99–30.51).

Evaluation of DL-algorithm measurement and 
classification accuracy in clinical setting

The accuracy analysis of dataset A showed that the 
automated measurements in 2,540/3,192 locations (79.6%, 
Table 3) differed from the human measurements by less than 
a 5 mm interval and therefore, were counted as coherent. 
145/399 cases (36.3%) showed a difference of >5 mm for 

at least one location (this also includes cases with missing 
measurements). After a detailed review of all measurements 
for these 145 cases, 2,778/3,192 (87.0%) measurements were 
identified as coherent. Aside from the aortic root (537/798, 
67.3%), the ascending aorta (364/399, 91.2%), aortic arch 
(1,123/1,197, 94.2%), and descending aorta (754/798, 
94.5%) showed high rates of coherent measurements. In the 
majority of reviewed cases, the estimation error found at the 
aortic root was due to a tilted measurement plane (Figure 4). 
Of all reviewed cases, classification of dilatation remained 
unchanged in 76/145 cases (52.4%) while a change of 
classification occurred in 69/145 cases (47.6%, Table 3). 

Figure 3 Inter-reader comparison for all 21 patients. Each plot represents all measurements for one patient for the locations from AS to 
DDA on the x-axis. For each location, the measurements by the three readers (symbols “+”, “x” and “−”), the DL-algorithm (red line) and 
the predicted gold standard interval (green box) whose calculation was based on measurements by readers 1–3 (R1–3) are shown. Note: 
Since there was no variance in DL-measurements (which represents 100% preciseness), the red line for DL-measurements represents the 
two measurements performed per location. AS, aortic sinus; SJ, sinotubular junction; AA, ascending aorta; PA, proximal arch; MA, Mid arch; 
DA, distal arch; MDA, mid descending aorta; DDA, distal descending aorta; DL, deep learning; Pat, patient number.  

60

40

20

60

40

20

D
ia

m
et

er
 m

m

Pat 1

Pat 8

Pat 15

A
S S
J

A
A PA M
A

D
A

M
D

A
D

D
A

A
S S
J

A
A PA M
A

D
A

M
D

A
D

D
A

A
S S
J

A
A PA M
A

D
A

M
D

A
D

D
A

A
S S
J

A
A PA M
A

D
A

M
D

A
D

D
A

A
S S
J

A
A PA M
A

D
A

M
D

A
D

D
A

A
S S
J

A
A PA M
A

D
A

M
D

A
D

D
A

A
S S
J

A
A PA M
A

D
A

M
D

A
D

D
A

Pat 2

Pat 9

Pat 16

Pat 3

Pat 10

Pat 17

Pat 4

Pat 11

Pat 18

Reader         R1        R2       R3        DL        calculated prediction interval for human measurements

Location

Pat 5

Pat 12

Pat 19

Pat 6

Pat 13

Pat 20

Pat 7

Pat 14

Pat 21

60

40

20

297
298
299
300
301

302
303
304
305
306
307
308

309
310
311
312
313
314
315
316
317
318
319
320

268
269
270
271
272
273
274
275

276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296



4252 Pradella et al. DL- & guideline-compliant aortic measurements on ECG-gated CT

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2021;11(10):4245-4257 | https://dx.doi.org/10.21037/qims-21-142

An aneurysm was misclassified in 34/399 cases (8.5%). 
An overview of measured diameters sorted by sex and age 
groups can be found in the supplement (Table S1). 

Mean differences of matched measurements by the 
algorithm and the report were −0.45 mm at AS and −0.02 mm  
at AA. Bland-Altman analysis revealed wider limits of 
agreement (±1.96 SD) at AS than at AA (AS: +10.37 and 
−11.28 mm, AA: +6.56 and −6.61 mm). PCC were 0.676 
for AS (moderate correlation) and 0.906 for AA (high 
correlation) (Figure 5). Mean differences of matched 
measurements at STJ, PA, MA and DA were +3.25 mm, 
+0.32 mm, −1.21 mm, and +1.53 mm, respectively. The 
Bland-Altman and scatterplots for these locations can be 
found in the supplement (Figures S1-S4). 

DL-algorithm measurements were performed twice per 
case, the measured diameters were the exact same in every 
case and at every location, meaning perfect reproducibility 
(exact to eight decimal places).

Measurement times 

In our research setting, the mean MT for the three human 

readers was 4:48±1:55 min per case (range 2:00–13:00 min,  
Table S2). Significant differences were seen when 
comparing the less experienced reader (R1) with the two 
more experienced, fellowship-trained readers (R1–R2: 
P<0.001, R1–R3: P=0.001). 

The  DL-a lgor i thm per formed  measurement s 
autonomously in 2:19±0:22 min (incl. generation of visual 
outputs), which was significantly faster compared to human 
reader (P<0.001). 

The calculated average time to analyze a case with 
support of the DL-algorithm would be 1:38 min. We 
accounted for a failure rate of 13% (success rate: 87.0%, 
Table 3), a human MT for one location would be 36 seconds 
(4:48 min total for 8 locations) plus one minute to check 
visual outputs. This would result in an average of 3:10 min 
saved for measurements per case.

Discussion

In this study, we evaluated the accuracy of a DL-algorithm 
to perform thoracic aorta diameter measurements according 
to AHA-guidelines in more than 350 patients and further 

Table 3 Measurement and classification accuracy by location

Dataset A (399 cases/3,192 locations) All locations Root Ascending aorta Arch Descending aorta

Cases with initially correct estimation 
(within 5 mm interval for all  
measurements)

254/399 (63.7%) NA§

Reviewed cases† 145/399 (36.3%)

Reviewed locations† 1,160

Correct measurement 748/1,160 (64.5%) 24/290 (8.3%) 110/145 (75.9%) 361/435 (83.0%) 246/290 (84.8%)

Wrong measurement 377/1,160 (32.5%) 266/290 (90.3%) 32/145 (22.1%) 69/435 (15.9%) 14/290 (4.8%)

Missing measurement 35/1,160 (3.0%) 0/290 3/145 (2.0%) 5/435 (1.1%) 30/290 (10.3%)

No change of classification 76/145 (52.4%) 96/145 (66.2%) 134/145 (92.4%) 130/145 (89.7%) NA

Change of classification 69/145 (47.6%) 49/145 (33.8%) 11/145 (7.6%) 15/145 (10.3%) NA

Aneurysms misclassified by  
DL-algorithm in reviewed cases

34/145‡ (23.4%) 18/145 (12.4%) 11/145 (7.6%) 11/145 (7.6%) NA

Finally correct measurements  
(incl. reviewed locations)

2,778/3,192 (87.0%) 537/798 (67.3%) 364/399 (91.2%) 1,123/1,197 (93.8%) 754/798 (94.5%)

Aneurysms misclassified by  
DL-algorithm (all cases)

34/399‡ (8.5%) 18/399 (4.5%) 11/399 (2.8%) 11/399 (2.8%) NA

Measurement and classification accuracy by location. †, cases with a difference >5 mm between DL and original measurements  
underwent detailed review of all measurements. ‡, in 6 cases the misclassified aneurysm extended to multiple locations, those cases were 
only counted once. §, not available in original reports. DL, deep learning; NA, not available.
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Figure 4 Example cases. (A1) tilted measurement plane causing overestimation. AS plane (orange) showed tilt. (A2) the actual measured 
plane was oblique coronal, left ventricular outflow tract, aortic valve with two of three leaflets and aortic sinus were visible. (B1) correct 
angle of AA measurement plane. Note that AS and STJ planes are tilted. (B2) acceptable measurement of an AA aneurysm with a diameter of 
5.8cm. (C1) correct angle of PA measurement plane. (C2) correct measurement of PA aneurysm with a diameter of 4.7 cm. AS, aortic sinus; 
AA, ascending aorta; STJ, sinotubular junction; PA, proximal arch.

A2

A1 B1

B2

C1

C2

compared them to radiologists’ measurements. We 
showed four major results: (I) there was a mean variance 
of up to ±3.4 mm for radiologists in a research setting 
(this constitutes perfect measurement conditions) using 
the established semi-automatic workflow. This observed 
variance is in agreement or slightly lower than previously 
described variability of up to 5 mm difference between 
expert readers (15). Opposite to that, the DL-algorithm was 
highly precise but less accurate in repeated measurements. 
(II) We showed that time required by human readers for 
guideline-compliant measurements under these perfect 
conditions was about five minutes per case. (III) At 87.0% 
of all measurement locations in our clinical cohort, the 
DL-algorithm provided measurement results within the 

expected margin of variance and therefore, were coherent 
to results of human readers. This finding resulted in an 
expected time-saving of more than 3 min per case for the 
radiologist. (IV) In review of discrepant cases, errors by the 
DL-algorithm were found predominantly at the aortic root 
(in 139/145 cases); these cases could be easily identified 
by DL-algorithms’ visual outputs and therefore reduce 
interaction/re-measurements to a minimum. 

In general, there are obstacles in how to measure 
diameters of tubular structures on CT data. Centerline 
based measurements are today’s gold standard and have 
superiority over the double oblique technique based on 
multiplanar reformations as previously demonstrated (14,15). 
Nevertheless, the accuracy of measurements is debatable. 
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Figure 5 Scatter and Bland-Altman plots of measurements (in mm) at AS and AA. AS, aortic sinus; AA, ascending aorta; STJ, sinotubular 
junction; DL, deep learning; Diff, difference; SD, standard deviation.
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Elefteriades et al. commented that “1–2 mm is not enough to 
detect change” and “you cannot have confidence in measured 
change of 3 or 4 mm” (25). These statements match our 
findings: as we investigated inter-observer variability between 
radiologists in the research setting, ICC analysis showed 
excellent agreement overall, but the agreement at STJ was 
only moderate to good between observers. Our prediction 
model interval of mean values which gives an estimate of 
expected variability ranged between ±2.5–3.4 mm depending 
on case and location. The range is likely to be even 
wider in a clinical setting as the current assessments were 
performed under perfect conditions (quiet environment, no 
telephone calls). In total, DL-measurements were outside 
the prediction intervall but this was mainly caused by a few 
outliers. In daily clinical practice, multiple factors influence 
aortic diameter measurements, for example: CT scan 
technique, reader experience, measurement technique used, 
stress, knowledge of previously reported diameter. Hence, 

we agree that one must consider an impreciseness of up to 
3–4 mm (25). Compared to a study from McComb which 
used native CT datasets from a US lung cancer screening 
trial to investigate normal aortic diameters, our cohort of 
known and suspect dilatation had higher diameters for the 
aortic root and ascending aorta and similar diameters for 
arch and descending aorta (26). While the average patient 
age is similar, our inclusion criteria consisted of known or 
suspected dilatation which can explain this observation. 
In general, absolute diameter of more than 55 mm is of 
highest relevance since these patients usually require surgical 
therapy (9,26). Therefore, in our cohort, we considered a 
measurement difference of >5 mm as relevant which was also 
justified by Quint et al. who found 5mm differences within 
the 95% confidence interval between expert readers (15).

Opposite to human measurements, there was no 
variance in repeated DL-measurements of the same case, 
representing perfect preciseness. This was also found 
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in another study which showed that AI-support reduces 
variability of aortic measurement (19). Statistically, over all 
test cases, there was a difference between human and DL-
measurements but this was likely caused by rather large 
differences in a few cases. These errors could easily be 
detected by inspection of DL-algorithms’ visual outputs. 
In most cases and locations, the measurements by the DL-
algorithm were quite similar to human measurements. 
The crucial question is how to weigh human variability or 
neutralization of variability in human measurements by 
a DL-algorithm versus a few inaccurate measurements, 
respectively. We believe that the variability in human 
measurements is bound to remain and appreciate DL’s 
neutral measurements to achieve more objectivity. 

In-depth analysis of undetermined cases (145/399) 
revealed that most differences were located at the aortic 
root (n=131, 90.8%). The aortic root might have to be 
re-measured in a third of cases (133/399, 33.3%) but the 
majority of all measurements (2,778/3,192, 87.0%) were 
approved via easily assessable DL-measurement outputs (14).  
Our sub-analysis of follow-up cases did not show a case with 
a true diameter increase of >5 mm at any location between 
two scans. DL produced two false-positive cases which 
were caused by a tilted measurement plane at the aortic 
root. In the rest of cases, DL-measurements were coherent; 
however, the full effect of the DL-algorithm on follow-up 
exams requires an analysis of a larger follow-up cohort. 

In 34/399 cases, an aneurysm was misclassified by the 
algorithm which meant that the DL-measurement was 
below our cutoff. These situations could be easily identified 
by the visual outputs of the DL-algoritm. Opposite to that, 
in 35 cases radiologists overestimated diameters resulting in 
diagnosis of aneurysm. Deficits in understanding software 
applications or stress could cause those errors. In addition, 
centerline based measurements require a more complex 
understanding of both technique and anatomy. 

Potential time savings are a major advantage of the DL-
algorithm: our readers needed about 5 minutes per case for 
centerline measurements which is similar to in the literature 
reported centerline MT (13,19). The DL-algorithm would 
save more than 3 minutes per case, which could easily 
add up to multiple hours per week (27). It is important to 
mention that the algorithms’ measurements do not involve 
human input so the radiologist can continue to assess the 
exam until the measurements are completed. In the majority 
of incoherent cases in our study, only the aortic root had to 
be re-measured. In a few cases, measurements of aortic arch 
and descending aorta were incoherent or missing which 

could be explained by the ostia of the supraaortal arteries 
and lack of landmark identification by the DL-algorithm. 

The DL-algorithm provided a high processing rate 
of cases (>97%), still 6 cases were not calculated which 
could either be a general software error (reproducible 
and non-reproducible) or an error in landmark detection. 
Furthermore, it provided additional information: DL-
measurements of mid and distal descending aorta were 
available, and review showed that they were correct in 
84.8% of cases. Those measurements were not available 
in our radiologic reports because they were omitted in the 
standard workflow since most aneurysms are located at the 
aortic root and AA. 

There are several limitations including some with special 
regard to the use of DL-software (28): first, this was a single 
center, retrospective analysis. Second, since all scans were 
ECG-gated, motion artifacts were minimized. Additionally, 
aortic replacement surgery or post-stenting were excluded. 
Third, imaging data from only one manufacturer was 
analyzed; performance on exams acquired on scanners from 
other vendors might vary. Fourth, the reference standard 
for dataset A were measurements extracted from the 
radiology reports and not re-measured in a reseach setting. 
Fifth, the algorithm is a measuring tool, it was not built 
to make diagnoses or detect pathologies like intramural 
hematoma or aortic dissection, which have to be evaluated 
by the radiologist. 

In summary, the evaluated DL-algorithm performed 
fully automatic, guideline-compliant aortic measurements 
reliably in 87% of all measurements and performed repeated 
measurements of the same CT scan with zero variance. 
In about one third of cases, the aortic root had to be re-
measured, however time savings in the order of 3 minutes 
per case were still observed. Thereby, it is a foundation for 
a tool supporting radiologists in guideline-compliant aortic 
measurements.
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