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Background: New reconstruction algorithms based on deep learning have been developed to correct the 
image texture changes related to the use of iterative reconstruction algorithms. The purpose of this study was 
to evaluate the impact of a new deep learning image reconstruction [Advanced intelligent Clear-IQ Engine 
(AiCE)] algorithm on image-quality and dose reduction compared to a hybrid iterative reconstruction (AIDR 
3D) algorithm and a model-based iterative reconstruction (FIRST) algorithm.
Methods: Acquisitions were carried out using the ACR 464 phantom (and its body ring) at six dose levels 
(volume computed tomography dose index 15/10/7.5/5/2.5/1 mGy). Raw data were reconstructed using 
three levels (Mild/Standard/Strong) of AIDR 3D, of FIRST and AiCE. Noise-power-spectrum (NPS) and 
task-based transfer function (TTF) were computed. Detectability index was computed to model the detection 
of a small calcification (1.5-mm diameter and 500 HU) and a large mass in the liver (25-mm diameter and 
120 HU).
Results: NPS peaks were lower with AiCE than with AIDR 3D (−41%±6% for all levels) or FIRST 
(−15%±6% for Strong level and −41%±11% for both other levels). The average NPS spatial frequency was 
lower with AICE than AIDR 3D (−9%±2% using Mild and −3%±2% using Strong) but higher than FIRST 
for Standard (6%±3%) and Strong (25%±3%) levels. For acrylic insert, values of TTF at 50 percent were 
higher with AICE than AIDR 3D and FIRST, except for Mild level (−6%±6% and −13%±3%, respectively). 
For bone insert, values of TTF at 50 percent were higher with AICE than AIDR 3D but lower than FIRST 
(−19%±14%). For both simulated lesions, detectability index values were higher with AICE than AIDR 3D 
and FIRST (except for Strong level and for the small feature; −21%±14%). Using the Standard level, dose 
could be reduced by −79% for the small calcification and −57% for the large mass using AICE compared to 
AIDR 3D.
Conclusions: The new deep learning image reconstruction algorithm AiCE generates an image-quality 
with less noise and/or less smudged/smooth images and a higher detectability than the AIDR 3D or FIRST 
algorithms. The outcomes of our phantom study suggest a good potential of dose reduction using AiCE but 
it should be confirmed clinically in patients.
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Introduction

During the last decade, the reconstruction algorithms used 
to reconstruct computed tomography (CT) images have 
evolved considerably (1). For a long time, filtered back 
projection (FBP) was used to reconstruct images from 
raw data and presented the advantages of linear properties 
where spatial resolution was not dependent of the dose and 
contrast conditions (1,2). However, the images generated 
with FBP were very noisy, limiting the dose optimization, 
essential for CT examination. To compensate for this 
problem, iterative reconstruction (IR) algorithms have been 
developed by the main CT manufacturers (1).

Two main types of IR algorithms have been developed: 
IR hybrid/statistical (HIR) algorithms and model-based 
iterative reconstruction (MBIR) algorithms (1,3). HIR 
algorithms combine FBP and IR in different proportions 
to reconstruct CT images. MBIR is based on probabilistic 
method to decrease noise and artefacts, deriving a statistical 
cost function that comprises X-ray physics and CT optics 
modeling (4,5). Using full and advanced MBIR algorithms, 
the reconstruction time is considerable, limiting its routine 
use in clinical practice. Differences in terms of image noise, 
image texture and spatial resolution between the HIR and 
MBIR algorithms depend on the algorithms studied (3). 

Several studies on phantoms and on patients showed noise 
reduction at a given dose level with these IR algorithms, 
thus allowing to reduce the dose while maintaining a similar 
image noise (6-16). However, using IR algorithms and 
especially the highest IR level, changes the noise texture by 
smoothing the image, which can impede the radiologist’s 
interpretation (17). Moreover, IR algorithms have non-
linear properties, rendering the spatial resolution dependent 
on contrast and dose (7,18). As defined by Franck et al., these 
non-linear properties generate clinical images with locally 
flat regions in homogeneous tissues and residual noise spikes 
around sharp edges (bone and vessel boundaries), especially 
for low-dose CT acquisitions (19).

Recently, new reconstruction algorithms based on deep 
learning have been developed (20,21). The deep learning 
image reconstruction (DLR) algorithms developed by GE 
Healthcare (TrueFidelity™) and Canon Medical Systems 
[Advanced intelligent Clear-IQ Engine (AiCE)] feature a deep 
neural network (DNN), trained respectively with high quality 

FBP (20) and MBIR algorithm [Forward projected model-
based Iterative Reconstruction SoluTion (FIRST)] (21)  
datasets to learn how to differentiate noise from signal. 
In addition, the TrueFidelity DNN was trained with both 
patient and phantom data whereas it was trained only with 
patient data for AiCE. CT images obtained with these 
algorithms using denoising techniques showed suppressed 
noise with no change of noise texture or distortion of 
anatomical and pathological structures (19,22-30).

Recently, three studies have compared the impact of 
TrueFidelity algorithm on dose reduction and image quality 
with HIR algorithm (Asir-V, GE Healthcare) using a task-
based image quality assessment (31-33). To our knowledge, 
only one study has compared the impact of the AiCE 
algorithm on dose reduction and image quality with HIR 
and/or MBIR algorithms (28). However, this study was 
performed on a standard phantom with a 20-cm diameter 
not adapted to the patient’s abdominal morphology. In 
addition, in that same study, only the iterative level “Standard” 
was assessed and not the three levels available for each IR 
algorithms (Mild, Standard and Strong). On another note, 
many clinical studies have shown the impact of AiCE on dose 
reduction and image quality for different anatomical locations 
in both adult and pediatric patients (22,25-27,29,34,35).

The aim of our study was to assess the impact on task-
based image quality and the dose reduction potential of the 
DLR algorithm (AiCE™) compared to a HIR algorithm 
[Adaptive Iterative Dose Reduction 3D (AIDR 3D) (AIDR 
3D)] and an advanced MBIR algorithm (FIRST) on a Canon 
Medical CT system. To achieve this goal, a task-based 
IQ assessment was conducted based on the methodology 
previously used in our institution for the assessment of 
TrueFidelity™ algorithm (23). This comparison was 
performed using an image quality phantom placed inside 
its body insert to most closely simulate the morphology of 
patients undergoing an abdomen-pelvic CT examination and 
the three iterative levels available for each algorithm assessed.

Methods

Image reconstruction algorithms used in the CT system

Acquisitions were performed on an Aquilion ONE 
GENESIS (Canon Medical Systems) CT scan equipped 
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with the HIR, MBIR and DLR algorithms. The HIR 
algorithm available was the AIDR 3D algorithm, the 
advanced MBIR was the FIRST algorithm and the DLR 
algorithm was AiCE. All algorithms had three IR/DLR 
levels: Mild, Standard and Strong. AIDR 3D had a fourth 
IR level (enhanced), not studied in the present study. 
For the IR/DLR algorithms, the Mild level gave slightly 
noisier images than the Strong level although it gave less 
noisy images. The current version of AiCE (AiCE 1st 

version) required 0.5-mm-thick native slices and only the 
reconstruction kernel “Body” was available for abdominal 
images. “Lung” and “eCardiac” reconstruction kernels were 
available for chest/cardiac images.

Data acquisition

A 20-cm-diameter CT ACR 464 phantom (Gammex) placed 
inside a body ring (diameter of 33 cm and length of 24 cm) 
was scanned to measure physical metrics (Figure 1A). All 
acquisitions were performed with a 120-kVp tube voltage. 
Tube currents (mA) were defined to obtain six volume CT 
dose indexes (CTDIvol: 15, 10, 7.5, 5, 2.5, and 1 mGy). The 
pitch factor was of 0.813, the beam collimation of 80 mm 
× 0.5 mm, the acquisition field-of-view of 500 mm and a 
rotation time of 0.50 s. All these parameters were used for 
the abdomen-pelvis CT examinations on this CT system in 
our Institution. Five acquisitions were performed for each 
dose level.

For each acquisition, raw data were reconstructed with 
each of the three IR or DLR levels (Mild, Standard and 
Strong) of AIDR 3D, FIRST and AiCE. To take into 
account AiCE limits on reconstruction parameters, images 
were reconstructed using a soft tissue reconstruction kernel 

and a slice thickness of 0.5 mm (with a 0.5 mm increment) 
for all algorithms. The reconstruction kernel “FC08” was 
used for AIDR 3D and the reconstruction kernel “Body” for 
FIRST and AiCE algorithms. A field-of-view of 250 mm  
was used for all images. The reconstruction time for each 
set of 271 images was between 10 and 30 s for AIDR 3D and 
between 30 and 60 s AiCE and from 5 to 10 min for FIRST.

Task-based image quality assessment

Image quality assessment was carried out using imQuest 
software (Duke) (36,37). Noise power spectrum (NPS) was 
used to assess the noise texture and the noise magnitude. 
With the non-linear and non-stationary properties of IR 
algorithms, the task-based transfer function (TTF) was 
used to assess the spatial resolution as function of dose level 
and contrast (2). The detectability index (d') was used to 
estimate the ability of the radiologist to perform a clinical 
task such as the detection of simulated lesions.

Noise power spectrum 
NPS was computed by placing four square regions of 
interest (ROIs) in the uniform section (module 3) of the 
ACR phantom (Figure 1B). The ROIs were not placed 
in the center of the phantom so that the NPS was not 
affected by the two metallic rods placed inside this phantom  
section (38). The NPS was computed, as follows: 
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where Δx and Δy are the pixel size in the x- and y-directions, 
respectively, Lx and Ly are the ROI lengths in the x- and 

Figure 1 Phantom used in this study and regions of interest (ROI) placed inside the phantom to compute the noise power spectrum (NPS) 
and the task-based transfer function (TTF) in the imQuest software. (A) ACR CT 464 phantom; (B) ROIs used for the NPS; (C) ROIs used 
to compute the TTF with the bone and acrylic inserts.
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y-directions, respectively, NROI is the number of ROIs, FT 
is the Fourier transform and ROIi(x,y) is the mean pixel 
value measured of a ROI at the position (x,y) and FITi(x,y) 
is a 2nd order polynomial fit of ROIi(x,y) (39). The combined 
NPS was computed on 160 ROIs (NROI) of 128×128 pixels 
(Lx and Ly) each, within 40 consecutive axial slices.

To quantify the changes of magnitude and texture of 
noise, the NPS peak and average spatial frequency (fav) 
of the NPS curve were measured respectively. fav values 
describe the overall frequency content of the NPS and were 
obtained as follows:

( )
( )av

f NPS f df
f

NPS f df
∫ ⋅

=
∫  [2]

where f is the radial spatial frequency and NPS(f) is the 
radially re-binned/average 1D NPS (36).

Task-based transfer function
The TTF was assessed using two cylindrical inserts (acrylic 
and bone, with a diameter of 25 mm and a depth of 4 cm) 
available in module 1 of the ACR phantom (Figure 1C) from 
20 consecutive axial slices according to the methodology 
previously reported (40). Both inserts were used to assess 
the spatial resolution in low and high contrast conditions. 
A circular ROI was placed around the insert, and a circular-
edge technique was employed to measure the edge spread 
function (ESF) by plotting the HU value of each pixel as 
a function of the distance to the center of the insert. The 
line spread function (LSF) was then obtained by derivation 
of the ESF. The TTF was computed from the normalized 
Fourier transformation of the LSF.

Detectability index
A non-prewhitening observer model with an eye filter 
(NPWE) was used to calculate the detectability index (d'): 
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where u and v are the spatial frequencies in the x- and 
y-directions, respectively, E is the eye filter that models the 
human visual system’s sensitivity to different spatial frequencies 
(41-43) and W(u,v) is the task function defined as:

 ( ) ( ){ }1 2, ,W F h x y h x y= −  [4]

where h1(x,y) and h2(x,y) correspond to the object present and 
the object absent hypotheses, respectively. The eye filter (E) 

was modeled according to the visual response function (41).

( ) ( )expE f f c fρ γ= ⋅ − ⋅  [5]

where  2 ²f u v= +  is the radial spatial frequency in cycles 
per degree. C =0.98, γ =0.68 and ρ =1.5.

Two task functions were defined to represent small and 
large features according to the task defined by Samei et al. (37):  
a circular signal with a pre-imaged contrast of 500 HU and 
a diameter of 1.5 mm for the former, and a contrast of 120 
HU and a diameter of 25 mm for the latter. 

TTF outcomes for the bone insert (995 HU) were used 
for the small feature while the results from for the acrylic 
insert (120 HU) were used for the large feature. The 
small feature was defined to model either the detection of 
calcifications or the identification of high-contrast tissue 
boundaries and the large feature was intended to model the 
detection task of a large mass in the liver (37). As defined 
by Samei et al, the characteristics (size and contrast) of the 
small feature were defined to “preferentially weighing low- 
and mid-spatial frequencies representing more subtle features 
associated with fine structures in CT images” and those of 
the large feature to “predominantly weighing low-spatial 
frequencies, modeling the detection task of larger lesions” (37). 
“Both features were defined based on the direction from (their) 
radiologist colleagues to model most relevant tasks” (37).

d' was obtained using a zoom factor of 1.5, a viewing 
distance of 500 mm, and a field of view of 500 mm.

The combination of the TTF, NPS and task function 
allowed estimation of d' as function of the CTDIvol, for all 
detection tasks and reconstruction types. Higher d' values 
were correlated with a better detection of simulated lesions 
by the radiologists. 

To estimate the increase of d' and the potential dose 
variation, d' values obtained at 10 mGy using AIDR 3D 
Standard were used. This dose level corresponds to the 
classical dose level usually used in our Institution for abdomen-
pelvic CT examinations. d' values were compared with those 
obtained with AIDR 3D Standard at 10 mGy to assess d' 
potential increase. The CTDIvol obtained with AiCE and 
FIRST for the same d' value than with AIDR 3D Standard at 
10 mGy were compared to assess the potential dose variation.

Results

Noise power spectrum

Table 1 and Figure 2 report the noise magnitude and average 
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Table 1 Values of NPS peak and of average NPS spatial frequency (fav) obtained for all reconstruction algorithms and dose levels

NPS outcomes Algorithms Levels
CTDIvol (mGy)

1.0 2.5 5.0 7.5 10.0 15.0

NPS peak (HU2·mm2) AIDR 3D Mild 4,652±85 3,106±35 1,972±14 1,541±25 1,261±10 1,030±5

Standard 3,914±80 2,617±25 1,665±13 1,335±23 1,086±11 854±4

Strong 2,965±76 2,044±17 1,362±13 1,082±18 917±10 725±4

FIRST Mild 7,938±749 3,757±302 2,289±101 1,703±108 1,293±74 843±51

Standard 4,643±758 2,384±196 1,568±122 1,181±53 923±79 607±30

Strong 2,454±424 1,420±353 931±127 714±78 590±81 468±18

AiCE Mild 3,128±83 1,921±15 1,179±11 944±15 778±10 602±4

Standard 2,644±81 1,433±13 841±7 696±7 614±9 508±4

Strong 2,128±87 1,245±14 705±5 596±4 545±9 382±4

Average NPS spatial 
frequency (mm−1)

AIDR 3D Mild 0.18±0.00 0.22±0.00 0.24±0.00 0.25±0.00 0.26±0.00 0.27±0.00

Standard 0.17±0.00 0.21±0.00 0.23±0.00 0.24±0.00 0.25±0.00 0.25±0.00

Strong 0.16±0.00 0.19±0.00 0.22±0.00 0.23±0.00 0.23±0.00 0.24±0.00

FIRST Mild 0.18±0.00 0.21±0.01 0.24±0.00 0.25±0.00 0.25±0.00 0.25±0.01

Standard 0.15±0.01 0.18±0.00 0.21±0.00 0.22±0.00 0.22±0.00 0.22±0.00

Strong 0.12±0.01 0.15±0.01 0.17±0.01 0.18±0.00 0.19±0.00 0.18±0.00

AiCE Mild 0.16±0.00 0.20±0.00 0.23±0.00 0.24±0.00 0.24±0.00 0.24±0.00

Standard 0.15±0.00 0.19±0.00 0.22±0.00 0.23±0.00 0.23±0.00 0.24±0.00

Strong 0.15±0.00 0.18±0.00 0.21±0.00 0.22±0.00 0.23±0.00 0.24±0.00

Values are expressed as mean ± standard deviation. AIDR 3D, Adaptive Iterative Dose Reduction 3D; AiCE, Advanced intelligent Clear-
IQ Engine; CTDIvol, volume computed tomography dose index; FIRST, Forward projected model-based Iterative Reconstruction SoluTion; 
NPS, noise power spectrum. 

NPS spatial frequency (fav) values for all algorithms and 
dose levels. The NPS peak decreased as the dose level 
increased and the level of IR/DLR increased (Figure 2A). 
From the level Mild to Standard, NPS peaks decreased on 
average by −15%±1% for AIDR 3D, −33%±5% for FIRST 
and −22%±6% for AiCE and −19%±4%, −38%±8% and 
−17%±5% from Standard to Strong, respectively. NPS 
peaks were lower with AiCE than with all AIDR 3D levels 
(−41%±6%). Compared to FIRST, NPS peaks were lower 
with AiCE for all IR/DLR levels but the differences were 
less marked for Strong level (−15%±6% for Strong level and 
−41%±11% for both other levels). NPS peaks were lower 
with FIRST than with AIDR 3D for all IR levels, except 
for Mild level from 1 to 10 mGy and for Standard level at  
1 mGy. 

The NPS average spatial frequency shifted towards 
higher frequencies as the dose increased and the level of 

IR/DLR decreased (Figure 2B). The highest fav values were 
found with AIDR 3D and the lowest for FIRST, except 
for Mild level. Differences of fav values between AiCE 
and AIDR 3D decreased as the IR/DLR level increased 
(−9%±2% using Mild and −3%±2% using Strong). The 
opposite pattern was found between FIRST and AIDR 3D 
(−4%±2% using Mild and −22%±2% using Strong). For 
Mild level, fav values of AiCE were on average −5%±2% 
lower than FIRST but were higher by an average of 6%±3% 
and 25%±3% for Standard and Strong levels, respectively.

Task-based transfer function

Table 2 and Figure 3 report the TTF50% values for both 
inserts, all algorithms and dose levels. The values of TTF50% 
decreased as the dose level decreased. The values of TTF50% 
shifted to lower frequencies as the AIDR 3D and FIRST 
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level increased. The opposite pattern was found for AiCE. 
For acrylic insert (Figure 3A), TTF50% were higher with 

AiCE than with AIDR 3D and FIRST for Strong level but 
lower for the level Mild (except at 15 mGy). The opposite 
pattern was found for FIRST compared to AIDR 3D. 
Similar TTF50% values were found for the Standard level for 
all algorithms.

Higher TTF50% differences as function of IR algorithms 
were found for bone insert than for acrylic insert (Figure 3B). 
Highest values of TTF50% were found for FIRST except for 
the level Strong and lowest values were found for AIDR 3D. 
Differences of TTF50% values between AiCE and AIDR 3D 
increased as the IR/DLR level increased (18%±6% using 
Mild and 68%±10% using Strong). The opposite pattern 
was found between AiCE and FIRST (−35%±3% using 
Mild and −3%±5% using Strong). Compared to AIDR 3D, 
values of TTF50% were higher with FIRST by an average of 
77%±6%.

Detectability index

Table 3 and Figure 4 depicts the values of detectability index 
(d') for both features, using all algorithms and at all dose 
levels. d' increased as dose increased and the IR/DLR levels 
increased. 

For the large feature (Figure 4A), d' values were higher 
with AiCE than with AIDR 3D (27%±6%) and with 
FIRST (33%±12%) for all IR/DLR levels. Differences 
of d' values between AiCE and FIRST decreased as the 
IR/DLR level increased. Variations of d' values between 
FIRST and AIDR 3D were different as function of the 
IR level: −12%±7% for Mild, 1%±4% for Standard and 
20%±5% for Strong.

For the small feature (Figure 4B), d' values were higher 
with AiCE than with AIDR 3D and with FIRST (except for 
the level Strong). Differences of d' values between AiCE 
and AIDR 3D increased as the IR/DLR level increased. A 
similar pattern was found between FIRST and AIDR 3D.

Figure 2 Values of NPS obtained for all dose levels with the levels Mild, Standard and Strong of AIDR 3D, FIRST and AiCE algorithms. 
(A) NPS peaks values; (B) average NPS spatial frequency (fav) values. AIDR 3D, Adaptive Iterative Dose Reduction 3D; AiCE, Advanced 
intelligent Clear-IQ Engine; CTDIvol, volume computed tomography dose index; fav, average noise power spectrum spatial frequency; 
FIRST, Forward projected model-based Iterative Reconstruction SoluTion; NPS, Noise power spectrum.

Mild
N

P
S

 p
ea

k 
(H

U
2 .m

m
2 )

N
P

S
 p

ea
k 

(H
U

2 .m
m

2 )

N
P

S
 p

ea
k 

(H
U

2 .m
m

2 )
f a

v (
m

m
–1

)

f a
v (

m
m

–1
)

f a
v (

m
m

–1
)

9000

8000

7000

6000

5000

4000

3000

2000

1000

0

5000

4000

3000

2000

1000

0

3500

3000

2500

2000

1500

1000

500

0

0.3

0.25

0.2

0.15

0.1

0.05

0

0.3

0.25

0.2

0.15

0.1

0.05

0

0.3

0.25

0.2

0.15

0.1

0.05

0

0                5              10              15

0                5              10              15 0                5              10              15 0                5              10              15

0                5              10              15 0                5              10              15
CTDIvol (mGy)

CTDIvol (mGy) CTDIvol (mGy) CTDIvol (mGy)

CTDIvol (mGy) CTDIvol (mGy)

Mild

AIDR 3D
FIRST
AiCE

AIDR 3D
FIRST
AiCE

Standard

Standard

Strong

Strong

A

B



235Quantitative Imaging in Medicine and Surgery, Vol 12, No 1 January 2022

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2022;12(1):229-243 | https://dx.doi.org/10.21037/qims-21-215

Potential increase in d' and potential dose variation

Table 4 shows that the detectability of all features increased 
as AiCE level increased. For the small feature, the increase 
in d' was in the same range for FIRST and AiCE. For the 
large feature, the increase in d' with FIRST only occurred 
when the level Strong was used.

Using AiCE indicates a potential to reduce the CTDIvol 

for all features. Potential dose variation was slightly higher 
for the small than for the large feature. Using FIRST 
indicates a potential to reduce the CTDIvol for all features, 
except for the large feature with Mild and Standard levels.

Visual assessment of image quality

Figure 5 depicts the image quality obtained with the acrylic 
insert at each dose level and with all IR algorithms.

For all algorithms, the image noise increased as the dose 
decreased. For all dose levels, the image noise decreased 
but the images were more smoothed when the IR/DLR 
level increased, especially with FIRST. Images obtained 
with AiCE were less noisy than AIDR 3D images and were 
less smooth than FIRST images, which improved the insert 
detectability

Additional results obtained for NPS, TTF and d' values 
for FBP and for AIDR 3D and FIRST algorithms using the 
Standard level at 1-mm slice thickness are presented in the 
Supplementary file. In addition, outcomes of HU values for 
both inserts and NPS graphs for all reconstruction types, 
dose and IR/DLR levels are presented within this file. 

Discussion

We compared the new DLR algorithm AiCE with the 

Table 2 TTF50% obtained for bone and acrylic inserts according to all reconstruction algorithms and dose levels

TTF outcomes Algorithms Levels
CTDIvol (mGy)

1.0 2.5 5.0 7.5 10.0 15.0

TTF50% (mm−1),  
acrylic insert

AIDR 3D Mild 0.24±0.01 0.28±0.01 0.33±0.03 0.34±0.02 0.34±0.01 0.36±0.02

Standard 0.23±0.01 0.26±0.01 0.32±0.03 0.33±0.02 0.33±0.01 0.35±0.02

Strong 0.21±0.01 0.24±0.01 0.31±0.03 0.31±0.02 0.31±0.01 0.33±0.03

FIRST Mild 0.26±0.01 0.29±0.01 0.35±0.03 0.38±0.05 0.38±0.02 0.40±0.02

Standard 0.21±0.01 0.25±0.01 0.34±0.03 0.34±0.04 0.34±0.02 0.37±0.03

Strong 0.16±0.00 0.20±0.02 0.28±0.03 0.29±0.03 0.29±0.00 0.31±0.01

AiCE Mild 0.22±0.01 0.26±0.01 0.28±0.03 0.33±0.02 0.33±0.01 0.36±0.05

Standard 0.22±0.01 0.26±0.01 0.33±0.03 0.34±0.02 0.34±0.01 0.37±0.03

Strong 0.23±0.01 0.26±0.01 0.34±0.03 0.34±0.01 0.35±0.01 0.37±0.03

TTF50% (mm−1),  
bone insert

AIDR 3D Mild 0.24±0.01 0.30±0.00 0.33±0.01 0.34±0.00 0.35±0.00 0.36±0.00

Standard 0.23±0.00 0.29±0.01 0.32±0.01 0.34±0.00 0.34±0.00 0.35±0.00

Strong 0.21±0.00 0.27±0.00 0.31±0.01 0.32±0.00 0.32±0.00 0.33±0.00

FIRST Mild 0.43±0.04 0.53±0.02 0.60±0.02 0.62±0.04 0.64±0.04 0.64±0.01

Standard 0.39±0.03 0.50±0.02 0.58±0.02 0.60±0.04 0.63±0.03 0.63±0.01

Strong 0.35±0.01 0.45±0.01 0.52±0.01 0.56±0.02 0.59±0.02 0.59±0.01

AiCE Mild 0.26±0.01 0.35±0.01 0.37±0.01 0.42±0.00 0.43±0.00 0.44±0.05

Standard 0.29±0.01 0.41±0.00 0.47±0.01 0.49±0.00 0.51±0.01 0.53±0.00

Strong 0.31±0.00 0.46±0.01 0.51±0.01 0.55±0.01 0.57±0.01 0.58±0.00

Values are expressed as mean ± standard deviation. AIDR 3D, Adaptive Iterative Dose Reduction 3D; AiCE, Advanced intelligent Clear-
IQ Engine; CTDIvol, volume computed tomography dose index; FIRST, Forward projected model-based Iterative Reconstruction SoluTion; 
TTF50%, values of Task-based transfer function at fifty percent.

https://cdn.amegroups.cn/static/public/QIMS-21-215-supplementary.pdf
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hybrid IR algorithm AIDR 3D and the model-based IR 
FIRST algorithms and demonstrated that AiCE reduced 
image noise substantially. Compared to AIDR 3D, AiCE 
either improved or maintained the spatial resolution and 
improved the signal detectability without perceptible 
alteration of the noise/image texture. Also, compared to 
FIRST, AiCE improved the detectability and the image 
texture avoiding overly enforced smoothness, which 
is usually high with FIRST algorithm in a uniform 
background phantom.

Our NPS outcomes as function of dose levels and IR/
DLR levels were similar to those previously reported for 
HIR and MBIR algorithms (3). The dose increase reduced 
the image noise (NPS peak) and shifted the NPS average 
spatial frequency (fav) towards higher frequencies. For 
all algorithms, the image noise (NPS peak) decreased 
and the fav shifted towards lower frequencies as the IR/
DLR level increased. More the fav shifted towards lower 
frequencies, more the image texture change (such as image 
smoothness). Compared to AIDR 3D and FIRST, AiCE 

reduced the image noise for all IR/DLR levels. Similar 
variations between AIDR 3D and AiCE were found by 
Higaki et al. (28) but a different reconstruction kernel 
was used with AIDR 3D (FC08 vs. FC13). However, they 
found that image noise was more reduced using AiCE 
than FIRST only for low dose levels (CTDIvol <6 mGy) 
for the same reconstruction level (Standard). In addition, 
Higaki et al. (28) computed their NPS on a cylindrical 
200-mm diameter phantom created with a 3D printer and 
made of acrylic as background material with a higher HU 
value than the water equivalent as background material 
used in our study. Compared to AIDR 3D, the fav shifted 
towards lower frequencies but the differences between 
both algorithms decreased as the IR/DLR level increased. 
Indeed, using AiCE, fav values were in the same range for 
the three DLR levels (−6%±2% from Mild to Strong) 
while these values are lower when IR level increased 
with AIDR 3D (−11%±2%, respectively). Compared to 
FIRST, fav values were higher for Standard and Strong 
levels but the opposite for Mild level. Using FIRST, the fav 

Figure 3 TTF50% obtained for both inserts for all dose levels with the levels Mild, Standard and Strong of AIDR 3D, FIRST and AiCE 
algorithms. (A) TTF50% values for the acrylic insert; (B) TTF50% values bone insert. AIDR 3D, Adaptive Iterative Dose Reduction 3D; 
AiCE, Advanced intelligent Clear-IQ Engine; CTDIvol, volume computed tomography dose index; FIRST, Forward projected model-based 
Iterative Reconstruction SoluTion; TTF50%, values of Task-based transfer function at fifty percent.
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values variations as function of IR level were higher than 
other algorithms (−28%±2%). The lack of the fav values 
in the Higaki et al. (28) study does not allow putting our 
results in perspective. Visual assessment of image quality 
confirmed our NPS outcomes for noise magnitude and 
noise texture. Images obtained with AiCE were less noisy 
than AIDR 3D images and were less smooth than FIRST 
images.

TTF outcomes shows that TTF values shifted towards 
higher frequencies as the dose increased. For AIDR 3D 
and FIRST algorithms, TTF values shifted towards lower 
frequencies as the IR level increased in particular for MBIR. 
Similar TTF variations as function of dose and IR levels 
were previously reported for HIR and MBIR algorithms (3).  
With AiCE, TTF values shifted towards higher frequencies 
as the DLR level increased. The variations of TTF values 
as function of IR or DLR levels were greater with the bone 

insert than the acrylic insert. These results were related 
to the non-linear properties of IR/MBIR and probably 
DLR algorithms, which make the spatial resolution 
dependent on dose (and also image noise) and contrast. 
With a lower noise level, TTF outcomes obtained with 
DLR algorithm was less marked by the dose reduction 
than with IR algorithms. Otherwise, TTF values of AiCE 
were higher than those obtained with AIDR 3D, except for 
Mild level with acrylic insert. The decrease of TTF values 
using FIRST and the increase of TTF values as the IR or 
DLR level increased leads to insert-dependent variations 
between the two algorithms. For bone insert, TTF values 
with FIRST were higher than AiCE but the differences 
between both algorithms decreased as the IR or DLR level 
increased. For acrylic insert, TTF values were higher with 
AiCE than FIRST for Standard and Strong levels. Higaki 
et al. found that the TTF values obtained with AiCE for 

Table 3 Values of detectability index (d’) obtained for the large and the small features according to all reconstruction algorithms and dose levels

Detectability index 
outcomes

Algorithms Levels
CTDIvol (mGy)

1.0 2.5 5.0 7.5 10.0 15.0

Large feature  
(25 mm and 500 HU) 

AIDR 3D Mild 4.7±0.2 5.9±0.3 7.6±0.5 8.7±0.6 9.6±0.7 11.0±0.8

Standard 5.2±0.2 6.4±0.3 8.1±0.6 9.2±0.6 10.2±0.7 11.9±0.9

Strong 6.0±0.2 7.1±0.4 8.9±0.6 10.1±0.6 10.9±0.8 12.7±0.9

FIRST Mild 3.7±0.4 5.1±0.4 6.6±0.5 7.6±0.6 8.7±0.8 10.9±0.9

Standard 5.1±0.7 6.5±0.5 8.0±0.6 9.1±0.8 10.4±1.1 12.9±1.1

Strong 6.7±1.4 8.9±1.3 11.0±1.0 12.3±1.3 13.1±1.6 14.8±1.4

AiCE Mild 5.8±0.3 7.3±0.4 9.4±0.6 10.6±0.7 11.6±0.8 13.9±1.1

Standard 6.4±0.3 8.3±0.4 10.8±0.6 12.1±0.7 12.8±0.9 14.4±1.0

Strong 8.5±0.3 9.4±0.4 11.8±0.7 12.9±0.8 13.5±0.9 16.7±1.0

Small feature  
(1.5 mm and 120 HU)

AIDR 3D Mild 2.1±0.0 3.1±0.0 4.2±0.0 5.0±0.0 5.7±0.0 6.1±0.0

Standard 2.3±0.0 3.3±0.0 4.6±0.1 5.3±0.0 6.0±0.0 6.5±0.0

Strong 2.4±0.0 3.5±0.0 4.8±0.1 5.6±0.0 6.3±0.0 6.9±0.0

FIRST Mild 3.2±0.2 4.7±0.2 5.8±0.1 6.8±0.3 7.9±0.2 8.6±0.4

Standard 4.2±0.6 6.4±0.4 7.6±0.3 8.6±0.1 10±0.4 10.8±0.5

Strong 6.5±2.0 8.4±1.5 11.2±0.9 12.6±0.7 14±0.9 15.7±0.7

AiCE Mild 3.2±0.0 4.9±0.1 6.7±0.1 7.6±0.0 8.6±0.0 8.8±0.8

Standard 4.5±0.1 6.5±0.1 8.9±0.1 9.8±0.0 10.6±0.1 11.1±0.0

Strong 4.9±0.1 7.6±0.1 10.4±0.1 11.3±0.0 11.9±0.1 11.8±0.0

Values are expressed as mean ± standard deviation. AIDR 3D, Adaptive Iterative Dose Reduction 3D; AiCE, Advanced intelligent Clear-IQ 
Engine; CTDIvol, volume computed tomography dose index; FIRST, Forward projected model-based Iterative Reconstruction SoluTion.
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Figure 4 Detectability index (d') as function of the dose with the levels Mild, Standard and Strong of AIDR 3D, FIRST and AiCE 
algorithms for detection of both features. (A) Large feature (25 mm in diameter, 120 HU contrast); (B) small feature (1.5 mm in diameter, 
500 HU contrast). AIDR 3D, Adaptive Iterative Dose Reduction 3D; AiCE, Advanced intelligent Clear-IQ Engine; CTDIvol, volume CT 
dose index; FIRST, Forward projected model-based Iterative Reconstruction SoluTion.

Table 4 Image quality improvement and potential dose reduction with AiCE and FIRST compared with AIDR 3D Standard at 10 mGy. The 
“increase in d’” data correspond to a nominal CTDIvol of 10 mGy and the “dose variation” data to the d’ value obtained with the level Standard of 
AIDR 3D at 10 mGy

Algorithms Levels
Increase in d’ (%) Dose variation (%)

Small Large Small Large

FIRST Mild 32 −14 −46 33

Standard 67 2 −78 −4

Strong 134 29 −94 −60

AiCE Mild 43 14 −59 −33

Standard 77 26 −79 −57

Strong 98 32 −84 −67

The small feature represented a circular signal with a pre-imaged contrast of 500 HU and a diameter of 1.5 mm, while the large feature  
was defined with a contrast of 120 HU and a diameter of 25 mm. AIDR 3D, Adaptive Iterative Dose Reduction 3D; AiCE, Advanced  
intelligent Clear-IQ Engine; d’, detectability index; FIRST, Forward projected model-based Iterative Reconstruction SoluTion; CTDIvol,  
volume computed tomography dose index. 
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the task contrast of 100 HU close to the acrylic insert were 
higher than AIDR 3D but lower than FIRST (28). These 
differences between AiCE and FIRST may be explained 
by the differences between the phantoms used in particular 
material of the bottom. Indeed, Higaki et al. used a phantom 
with inserts placed inside an acrylic background material 
while we used in the present study inserts placed inside a 
water equivalent as background material. Lower contrast 
difference between the insert and the background material 
impacted the slope of the ESF and the TTF outcomes. The 
calculated outcomes of TTF values for acrylic insert were 
visually confirmed on images. The visual image quality 
assessment showed that with a lowest noise level, the visual 
border detection (spatial resolution) of acrylic insert was 
higher for AiCE than AIDR 3D and for AiCE than FIRST, 
particularly for the lowest dose level and the highest IR/
DLR levels.

Detectability index outcomes show that d' values were 
higher with AiCE than AIDR 3D for all features and all IR/

DLR levels. A similar pattern was found between AiCE and 
FIRST, except for the small feature with the level Strong. 
These outcomes were directly correlated with the NPS 
and TTF outcomes, in particular the NPS peak variations. 
Highest d' values were obtained using AiCE because the 
lowest values of NPS peak were found with this algorithm, 
despite fav and TTF50% values not always being highest. 
The highest d' values obtained using FIRST than AiCE for 
the small feature with the level Strong were related to the 
highest TTF values for the bone insert of both algorithms. 
Higaki et al. found that the d' values obtained with AiCE 
for the task contrast of 100 HU close to the contrast of the 
large feature were higher than AIDR 3D for all dose levels 
but lower than with FIRST for high dose levels, and the 
opposite for low dose levels (28). These differences can 
be explained by differences between the phantoms used 
as defined previously but also the differences between the 
defined clinical tasks. Higaki et al. used a smaller size (3–5 
vs. 25 mm) and lower contrast (100 vs. 120 HU) clinical 

Figure 5 A 5×5 cm2 region of interest centered on the acrylic insert with the levels Mild, Standard and Strong of AIDR 3D, FIRST 
and AiCE algorithms as function of the dose level. All images were displayed with a soft tissue window (window width, 350; window 
level, 50 HU). AIDR 3D, Adaptive Iterative Dose Reduction 3D; AiCE, Advanced intelligent Clear-IQ Engine; FIRST, Forward projected 
model-based Iterative Reconstruction SoluTion.
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tasks than the characteristics of the large feature. The 
orders of magnitude of the d' values between our study 
and the Higaki study are also very different. Higaki et al. 
used the same methodology as that used in our study, i.e., 
that developed by Samei et al. (37), however, they do not 
give detailed information on the calculation method of d' 
(observer model used, interpretation conditions defined, 
diameter of the clinical tasks, software used). This therefore 
limits the comparison of the d' values. 

Finally, the results presented in this study show that 
AiCE corrects the limitations of the AIDR 3D and FIRST 
algorithms. Indeed, the use of AiCE makes it possible 
to greatly reduce noise compared to AIDR 3D without 
compromising image quality, except for the small feature 
and Strong level. This improvement in image quality leads 
to better detectability of low- and high-contrast lesions and 
offers good prospects for optimization in clinical routine. 
However, many studies have shown that the potential 
dose reduction obtained with IR algorithms was limited 
to low contrast liver lesions and the outcomes found on 
phantoms overestimated the real dose reduction in patients 
(44-46). Nevertheless, the first patient studies published 
on pulmonary or cardiac CT angiography and chest and 
abdominal CT have also confirmed that AiCE improved 
both image quality and lesion detection as compared with 
AIDR 3D for a given dose level (22,25,26,30) or with 
a dose reduction (26,29,34,35). Singh et al. found that 
the dose could be reduced by −84% between a standard 
protocol (CTDIvol: 13.0±4.4 mGy) with AIDR 3D and a 
low-dose protocol (CTDIvol: 2.1±0.8 mGy) with AiCE for 
the detection of the same abdominal lesions and an overall 
image quality scored acceptable for more than 95% of 
patients (34). We found a lower dose reduction compared to 
this study for the large feature using the Standard (CTDIvol: 
4.4 mGy) and Strong (CTDIvol: 3.3 mGy) AiCE levels. In 
addition to being less noisy, the images obtained with AiCE 
are less smooth compared to FIRST (except for the Mild 
level), which should facilitate its use in clinical routine. 
Indeed, in addition to having a long reconstruction time, 
AIDR 3D is often preferred to FIRST in clinical practice 
because of a greater smoothing of the image which impedes 
the radiologist in interpreting the images (17). The use 
of AiCE therefore improves the overall image appearance 
qualitatively but also quantitatively, since the detectability 
of simulated lesions at low and high contrast was improved. 
This could facilitate clinical practice, and be used to 
optimize protocols or to reduce patient dose. Furthermore, 
the results of the potential dose reduction in this study 

should be toned down because we used a simple phantom 
that did not accurately represent the patient morphology 
or tissue attenuation for the abdomen. In addition, as 
the DNN of AiCE is trained with patient data only, our 
outcomes must be validated in patients. Further patient 
studies on abdominal CT images could be performed to 
confirm these results found on phantom.

This study has several limitations. It was performed 
on only one CT scan with specific acquisition and 
reconstruction parameters. Based on the AiCE limits for 
abdominal images, only a soft tissue kernel and a slice 
thickness 0.5-mm thick were used. All body regions kernels 
could be proposed by the manufacturer for the next version 
of AiCE (2nd version). AIDR 3D images were reconstructed 
with a different reconstruction kernel compared to that 
of FIRST and AiCE algorithms. Specific parameters for 
each clinical indication are necessary to further evaluate 
this DLR algorithm and compare it with the other DLR 
algorithm available (23). Also, the visual image quality 
assessment was limited and could be improved in further 
studies with true assessment of image quality by human 
observers. In addition, the phantom used in this study 
did not take into account the variety of patient’s body 
morphologies or tissue textures. The phantom materials 
do not represent the composition of human tissue which 
may be a handicap for the assessment of the DLR method 
under study, as it was only trained on patient data and was 
limited to low contrast resolution detectability studies (HU 
values lower than 120 HU). Last, further research could be 
performed to assess the NPS in the z direction or using an 
anthropomorphic phantom including 3D printing options 
in order to be closer to the patient's body morphology 
or tissue texture for image quality assessment of DLR 
algorithms (47,48).

Conclusions

We found that the new DLR algorithm AiCE generates 
images with less noise compared to AIDR 3D or FIRST 
algorithms while simultaneously avoiding unrealistically 
smooth images provided by FIRST algorithm. When used 
in a phantom, it also demonstrated higher detectability 
than two other algorithms (except for the small feature 
and Strong level using AIDR 3D). This shows that this 
DLR algorithm has potential to be used in clinical practice, 
especially in dose optimization. Further patient studies need 
to be conducted under clinical conditions to confirm these 
findings on phantom.
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Supplementary

Results

Noise power spectrum (Tables S1, S2, Figure S1)

Table S1 Values of noise power spectrum (NPS) peak, average NPS spatial frequency (fav) and task-based transfer function at fifty percent (TTF50%) 
obtained for the bone and acrylic inserts and detectability index (d') obtained for the large and the small features for the filtered back projection 
(FBP) and at all dose levels

Outcomes
CTDIvol (mGy)

1.0 2.5 5.0 7.5 10.0 15.0

NPS peak (HU²·mm²) 28,504 10,742 4,526 3,019 2,240 1,536

fav (mm−1) 0.230 0.29 0.29 0.29 0.29 0.29

TTF50% acrylic (mm−1) 0.37 0.33 0.40 0.37 0.38 0.33

TTF50% bone (mm−1) 0.37 0.39 0.38 0.38 0.38 0.36

d' large feature 1.9 3.1 4.7 5.8 6.6 8.3

d' small feature 1.3 2.1 3.2 4.0 4.6 5.2

CTDIvol, volume computed tomography dose index; d', detectability index; fav, average noise power spectrum spatial frequency; NPS, 
noise power spectrum; TTF50%, values of task-based transfer function at fifty percent.

Table S2 Values of noise power spectrum (NPS) peak, average NPS spatial frequency (fav) and task-based transfer function at fifty percent (TTF50%) 
obtained for the bone and acrylic inserts and detectability index (d') obtained for the large and the small features for the AIDR 3D Standard and 
FIRST Standard levels using a slice thickness of 1 mm

Reconstruction parameters Outcomes
CTDIvol (mGy)

1.0 2.5 5.0 7.5 10.0 15.0

AIDR 3D, Standard level, 1 mm NPS peak (HU²·mm²) 3,669 2,369 1,425 1,196 947 674

fav (mm−1) 0.17 0.21 0.23 0.24 0.25 0.26

TTF50% acrylic (mm−1) 0.22 0.26 0.31 0.31 0.34 0.35

TTF50% bone (mm−1) 0.23 0.28 0.33 0.34 0.35 0.34

d' large feature 5.6 7.1 8.9 10.2 11.2 13.6

d' small feature 2.3 3.4 4.9 5.6 6.5 7.3

FIRST, Standard level, 1 mm NPS peak (HU²·mm²) 5,192 2,723 1,355 1,032 821 502

fav (mm−1) 0.16 0.18 0.21 0.21 0.22 0.22

TTF50% acrylic (mm−1) 0.21 0.25 0.29 0.30 0.35 0.36

TTF50% bone (mm−1) 0.38 0.51 0.56 0.63 0.63 0.67

d' large feature 4.8 6.4 8.8 10.1 11.2 14.7

d' small feature 4.3 5.9 8.0 9.5 10.4 11.5

AiCE, Standard level, 0.5 mm NPS peak (HU²·mm²) 2,644 1,433 841 696 614 508

fav (mm−1) 0.15 0.19 0.22 0.23 0.23 0.24

TTF50% acrylic (mm−1) 0.22 0.26 0.33 0.34 0.34 0.37

TTF50% bone (mm−1) 0.29 0.41 0.47 0.49 0.51 0.53

d' large feature 6.4 8.3 10.8 12.1 12.8 14.4

d' small feature 4.5 6.5 8.9 9.8 10.6 11.1

AIDR 3D, Adaptive Iterative Dose Reduction 3D; AiCE, Advanced intelligent Clear-IQ Engine; CTDIvol, volume computed tomography 
dose index; d', detectability index: fav, average noise power spectrum spatial frequency; FIRST, Forward projected model-based Iterative  
Reconstruction SoluTion; NPS, noise power spectrum; TTF50%, values of task-based transfer function at fifty percent.
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Figure S1 Noise power spectrum (NPS) curves obtained for all levels of the AIDR 3D, FIRST and AiCE algorithms at all dose levels for 
one of the 5 acquisitions. AIDR 3D, Adaptive Iterative Dose Reduction 3D; AiCE, Advanced intelligent Clear-IQ Engine; CTDIvol, volume 
computed tomography dose index; FIRST, Forward projected model-based Iterative Reconstruction SoluTion; NPS, Noise power spectrum.
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HU values (Table S3) 

Table S3 HU values for the acrylic and bone inserts obtained for all levels of AIDR 3D, FIRST and AiCE algorithms at all dose levels

HU values Algorithms Levels
CTDIvol (mGy)

1.0 2.5 5.0 7.5 10.0 15.0

Acrylic insert AIDR 3D Mild 123.6±2.5 124.9±2.6 122.3±0.6 122.7±1.4 123.3±1.5 122.8±0.5

Standard 123.2±2.4 124.7±2.6 122.3±0.6 122.6±1.4 123.2±1.5 122.8±0.4

Strong 122.9±2.4 124.5±2.5 122.1±0.6 122.6±1.4 123.1±1.5 122.7±0.4

FIRST Mild 124.0±2.0 125.1±2.9 122.0±0.7 122.3±1.5 122.8±1.7 122.4±0.5

Standard 123.4±1.8 124.7±2.8 121.8±0.7 122.0±1.5 122.6±1.7 122.3±0.4

Strong 123.6±1.5 124.4±2.5 121.6±0.6 122.0±1.4 122.5±1.7 122.2±0.4

AiCE Mild 123.3±2.3 124.9±2.4 122.6±0.6 123.0±1.3 123.5±1.5 123.0±0.3

Standard 123.3±2.3 124.9±2.2 122.8±0.6 123.2±1.2 123.6±1.4 123.2±0.3

Strong 123.4±2.2 124.9±2.1 122.9±0.6 123.3±1.2 123.7±1.4 123.3±0.3

Bone insert AIDR 3D Mild 829.5±6.0 830.2±3.6 829.6±3.0 828.3±4.5 830.3±2.7 831.0±1.8

Standard 829.2±6.0 830.4±3.6 829.4±2.9 828.3±4.5 830.1±2.6 830.8±1.8

Strong 829.7±6.2 830.0±3.6 829.3±2.9 828.0±4.5 829.9±2.5 830.6±1.9

FIRST Mild 817.5±5.6 814.8±3.2 813.5±1.9 812.1±4.2 813.4±2.1 814.5±1.4

Standard 816.9±5.6 814.4±3.3 813.2±1.8 811.6±4.2 813.1±1.9 814.1±1.4

Strong 816.6±5.8 813.4±3.2 812.6±1.8 811.1±4.2 812.5±1.7 813.6±1.5

AiCE Mild 832.4±6.5 833.1±3.7 832.0±2.7 831.0±4.7 832.7±2.5 832.8±1.8

Standard 833.0±6.6 833.4±3.8 832.3±2.7 831.2±4.7 832.8±2.3 833.4±2.0

Strong 833.3±6.6 833.5±3.8 832.4±2.6 831.3±4.8 832.9±2.2 833.4±2.0

Values are expressed as mean ± standard deviation. AIDR 3D, Adaptive Iterative Dose Reduction 3D; AiCE, Advanced intelligent Clear-IQ 
Engine; CTDIvol, volume computed tomography dose index; FIRST, Forward projected model-based Iterative Reconstruction SoluTion.


