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Introduction

In the past decades, radiotherapy is becoming increasingly 
conformal with the development of advanced beam delivery 
techniques such as intensity modulated radiotherapy 
(IMRT) (1), volumetric modulated arc therapy (VMAT) 
(2-4), and stereotactic ablative radiotherapy (SABR) (5-7).  
These techniques have substantially augmented routine 
practice to achieve a highly conformal dose distribution 
which is tightly shaped to the tumor volume, enabling less 
normal-tissue to be irradiated. Routine radiotherapy is 
based on the assumption that the anatomical alignment is 
consistent between the images used to design the computer-
generated treatment plans and the actual anatomical 
morphology at the time of beam delivery (i.e., radiation 

treatment). However, this assumption is hard to hold and 
margins are therefore used to take the violation of the 
assumption into account. The margins limit the degree of 
conformity of radiotherapy and benefits from beam delivery 
technical advancements. To tackle this limitation, imaging 
systems for radiotherapy machines are employed to guide 
the treatment on a daily basis, referred to image-guided 
radiotherapy (IGRT) (8-11), resulting in increased accuracy 
and precision in dose placement to the target volumes 
and the surrounding normal-tissues. The introduction 
of IGRT has enabled knowledge of the location of the 
irradiation target and management of organ motion during 
treatment. It ensures high precision radiation machines 
deliver radiation dose as planned, and is therefore a crucial 
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requirement for modern radiotherapy. 
Recent developments in computer science, especially in 

machine learning and deep learning, have greatly augmented 
the potential to reshape the workflow of radiotherapy using 
advanced delivery techniques (12-14). These developments 
constitute the field of artificial intelligence (AI)-based 
IGRT, which can make it possible to rapidly provide 
high-quality personalized conformal treatment for cancer 
patients. As shown in Figure 1, the applications of AI in 
IGRT have exponentially increased over the past five years, 
with a major contribution from deep learning approaches. 
The deep learning applications in medical physics appeared 
in 2016 Annual Meeting of AAPM. Since the pioneer 
applications of deep learning in radiation therapy in 2016 
(15,16) and 2017 (17-20) where Xing and his colleagues use 
deep learning techniques for inverse treatment planning and 
organ segmentation, there have been growing interests in 
the applications of AI in IGRT in recent years. Specifically, 
these developments have mainly been focused on the usage 
of AI-based approaches to provide better target definition, 
the usage of AI-based approaches for multi-modality 
image registration, and target localization based on 2D 
and 3D imaging using AI approaches (21-23). All these 
developments aim to achieve better knowledge of the tumor 
position and motion management of organs-at-risk (OARs) 
during treatment with a simplified radiotherapy workflow. 
Here, we provide a concise introduction of IGRT and AI, 
followed by an overview of the applications of AI in IGRT. 
We also discuss the associated clinical benefits and the 
potential limitations of AI-based IGRT approaches. 

Rationale for image guidance and clinical IGRT 
technologies

IGRT has the merits of treatment verification and treatment 
guidance, both of which enable more accurate target 
positioning, ensuring tumor coverage stays the same or better 
while more healthy tissue can be spared (11). IGRT imaging 
systems can perform verification imaging before, during, and/
or after beam delivery to record a patient’s position throughout 
the treatment. In current clinical practice, the verification is 
typically not used to guide the radiation beam but to reposition 
the patient if a detected misalignment exceeds a predefined 
threshold [such as 3 mm (24)]. Imaging before treatment can 
reduce setup errors and geometric uncertainties. Imaging 
during treatment can reflect the range of organ motion and 
changes of tumor size and shape that takes place during 
treatment. It can therefore increase the confidence of 
treatment and facilitate the awareness of mistargeting. The 
treatment verification can be used as a quality assurance 
(QA) to ensure the beam are delivered to the target as 
planned, even with the presence of organ motion. 

Advanced radiotherapy techniques, including VMAT, 
IMRT and SABR, are associated with high doses and steep 
dose distributions at the target boundary such that the high 
dose conforms tightly around the target and health tissues 
are greatly spared. These advanced conformal techniques 
also facilitate the implementation of hypofractionated 
radiotherapy regimens, which can shorten radiotherapy 
schedules and save costs. However, these steep dose 
distributions call stringent requirements for the enhanced 
target positioning. 

To tackle this challenge, two-dimensional (2D) imaging 
and three-dimensional (3D) volumetric imaging can be 
used to guide the radiation beam to the tumor at the time 
of treatment. For example, instead of irradiating the whole 
volume where the tumor can be located during respiration, 
radiation delivery can be gated to a specific phase of 
respiration (e.g., exhale), or follow the moving target during 
breathing using 2D or 3D imaging (25-27). By using these 
real-time image guidance techniques, safety margin in 
planning target volume (PTV) that accounts for the target 
motion can be significantly reduced and the irradiated 
volume of healthy tissue can therefore also be reduced (28). 
In addition, real-time volumetric and temporal imaging 
can timely reflect changes in the target or healthy tissue 
that may take place during a course of treatment, and 

Figure 1 Number of papers according to topic search on “Web of 
knowledge” by using keywords “Artificial intelligence”, “Machine 
learning”, “Deep learning”, “Radiotherapy”, and “Image”.
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allow the treatment beam to adapt to these changes. These 
interventions can further improve the clinical outcome and 
the therapeutic ratio.

Several image-guidance capable radiation treatment 
machine systems are routinely used in clinical practice 
(29-31). These systems either generate oblique fiducial 
radiographic images that are analyzed to perform the 
image-guidance corrections [such as the real-time tumor-
tracking radiation therapy (RTRT) system and the 
CyberKnife® (Accuray Inc., Sunnyvale, USA)] (28), or generate 
volumetric cone-beam CT (CBCT) images using an on-
board flat-panel detector (e.g., Varian Truebeam) (31). Besides, 
treatment machines that integrates treatment and imaging 
systems are becoming popular options for the next-generation 
radiotherapy systems [such as TomoTherapy (32-34), ViewRay 
MRIdian (35), United Imaging uRT-Linac (36)]. 

Artificial intelligence 

AI denotes intelligence demonstrated by machines. It 
describes techniques that mimic cognitive functions 
(such as learning) of the human mind. Recent advances 
in deep learning (37), especially convolutional neural 
network (CNN), enable learning semantic features and 
understand complex relationships from data. This has 
greatly augmented the applications of AI in imaging 
involved fields, including IGRT. Of note, all the main 
IGRT components: contouring, registration, planning, 
QA, and beam delivery may benefit from the advanced AI-
based algorithms (14). Furthermore, the complex workflow 
of routine IGRT could be simplified via AI modeling (e.g., 
machine QA and patient-specific QA) (38-43). AI can also 
build up powerful motion management models to account 
for motion variability which encompasses magnitude, 
amplitude, frequency, and so on. These models can take 
data acquired from external surrogate makers as inputs to 
predict respiratory motion (44-46). 

Several standard routine practices, for example linear 
accelerator (linac) commissioning and QA are labor-
intensive and time consuming (40). The data acquired 
during commissioning is the input to the treatment 
planning software (TPS). The quality of these beam data 
is therefore utmost importance for high-performance 
radiotherapy. Machine learning which constructs an 
automatic prediction model through data-driven or 
experience fashion can be applied to reduce the work load 
of linac commissioning (47). Specifically, by using the 
previously acquired beam data, one can train a machine 

learning algorithm to model the inherent correlation of 
beam data under different configurations, and the trained 
model is then able to generate accurate and reliable beam 
data for linac commissioning for routine radiotherapy (47). 
Here the machine learning-based method can simplify the 
linac commissioning procedure, save time and manpower. 

As a subset of AI, machine learning uses the human-
engineered features to build up a prediction model 
to make informed decisions (48). These features are 
dependent on the problem that is being investigated. For 
the aforementioned beam data modeling problem, the 
decision-making important factors include beam energy, 
field size, and other linac parameters, where these features 
used for model training needs to be extracted manually. 
Unlike classical machine learning, deep learning uses a deep 
neural network to progressively learn high-level features for 
constructing a prediction model. Throughout, no human-
engineered feature is required and the feature extraction 
procedure can be completed automatically (37,48). Since 
images are heavily involved in the workflow of IGRT, a 
specific class of deep neural networks, convolutional neural 
network (CNN) which is particularly suitable for image 
analysis tasks, has been extensively studied for many aspects 
in IGRT. 

In the following section, we review and discuss the 
application of AI in IGRT with focuses on CNN in 
treatment verification and guidance. Specifically, we 
introduce how to use the deep neural network to perform 
pretreatment setup and real-time volumetric imaging, and 
to improve the clinical gain and therapeutic ratio.

Image registration

In standard radiotherapy clinical practice, treatment 
planning usually employs a CT examination performed with 
the patient in the treatment position and this CT is referred 
as the planning CT. In addition to the CT images, other 
imaging modalities including positron emission tomography 
(PET), magnetic resonance imaging (MRI) or single-
photon emission computed tomography (SPECT) which 
can provide complementary anatomical and/or functional 
information, especially information about the tumor target, 
are employed to enhance the tumor target definition. For 
example, PET image can show the heterogeneity of the 
tumor and thus define a biological target volume to improve 
the therapeutic ratio (49-56). 

In order to take advantage of the complementary 
information to enhance tumor target definition, image 
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registration between different modalities is required 
because it is impossible to acquire multi-modality images 
at the same time in the same time interval. Deep learning-
based image registration methods have been extensively 
investigated for treatment verification (57-61). Yu et al. 
proposed a two-stage 3D non-rigid image registration 
between PET and CT scans. The method encompasses a 
3D CNN which predicts a voxel-wise displacement field 
between PET/CT images, and a 3D spatial transformer and 
a resampler which warp the PET images using the predicted 
displacement field. The method has been evaluated using 
abdominopelvic PET/CT images and shows potential to 
improve the accuracy of target definition (59). Fan et al. use 
a generative adversarial network (GAN)-type framework to 
perform MR-CT image registration (60). Their framework 
first uses a deformable registration network to predict 
image deformations, which was inputted a deformable 
transformation layer (60). Using the adversarial learning 
strategy, the deformed image was then distinguished 
whether it was well aligned with the other image modality 
using a discriminator network. The registration network 
was trained adversarially with the discrimination network, 
which was designed to distinguish whether the image pair 
were well aligned with each other. The framework was 
evaluated using MR-CT image registration for prostate 
cancer patients. The registered image can take advantage of 
both MR and CT images to redefine the irradiation target. 
Of note, many deep learning-based registration methods 
have not been developed specifically in the context of IGRT, 
but these methods could potentially be employed for IGRT 
treatment verification (62,63).

In addition to image registration between different image 
modalities, deep learning-based image registration has also 
extensively used for the same imaging modality (64,65). 
In radiotherapy, image registration between CT images 
acquired from different treatment fractions provides better 
tumor definition, and it also corrects patient set-up (i.e., 
offline set-up). For different fractions, image registration is 
able to monitor the position of the patients and adapts the 
safety margins and/or treatment planning accordingly, which 
plays an important role in adaptive radiotherapy (ART) (6). 

Although deep learning-based image registration 
methods have shown promising results for mono-modality 
and multi-modality imaging, these methods still have 
limitations. One of the major limitations is the absence 
of thorough validation. This is partially due to the lack of 
ground truth transformation between image pairs or the 
unavailability of well-aligned image pairs, especially for 

multi-modality images. 

Two-dimensional imaging-based localization

Target localization during treatment delivery can be 
performed using 2D radiographs. Initially, megavoltage 
(MV) radiographic was used to provide localization 
data in the 2D verification image by comparing with 
the radiographs derived from the planning CT images. 
However, MV images usually rely on the high-density 
skeletal anatomy for target verification. Compared to the 
MV radiographs, kV images have the potential to yield 
higher contrast images with a lower radiation dose (66-68). 
However, due to tissue overlay in the 2D radiograph image, 
low-contrast tumors are usually invisible in the radiographs. 
To address this problem, high-density fiducials (such as 
gold fiducials) can be implanted in or near the tumor to 
aid target localization (69-71). For example, gold fiducials 
have been used for prostate (70), lung (28), liver, pancreatic 
cancers (69). By using the implanted fiducials, Shirato and 
colleagues developed the RTRT system to treat moving 
tumors using room-mounted kV fluoroscopy (28). Instead 
of irradiating the whole volume where the tumor can be 
located during respiration, the approach used radio-opaque 
fiducials to trigger the beam delivery (72,73). Specifically, 
radiation is delivered only when the fiducials are located 
within a predefined volume to spare the normal-tissues (28).  

The fiducial-based RTRT approach is essentially invasive 
and requires prolonged treatment initiation. Moreover, 
the presence of fiducials may cause bleeding, infection 
and discomfort to the patient. Hence, non-invasive or 
markerless image-guidance is of great clinical relevance. 
Zhao et al. propose a deep learning-based approach for 
markerless tumor target positioning using 2D kV X-ray 
images acquired from the on-board imager (OBI) system 
(22,74). The deep learning model encompasses a region 
proposal network (RPN) and a target detection network, 
where the latter network takes the output (i.e., region 
proposals) of the RPN as input. To train the network, the 
planning CT images were deformed to mimic different 
anatomy scenarios at the time of treatment and the 
deformed CT images were used to generate digitally 
reconstructed radiographs (DRRs), which incorporated 
the target location. The trained deep learning models have 
been successfully applied to challenging prostate cancer 
patients (as shown in Figure 2) and pancreatic cancer 
patients, which have low contrast resolution and respiratory 
motion, respectively. The markerless approach is able to 
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localize the tumor target before treatment for patient set-up 
and during treatment for motion management. Moreover, 
depending on the target volume used for DRR labeling, the 
approach can be employed to track the PTV, the clinical 
target volume (CTV) or the gross tumor volume (GTV). 
It is therefore able to further reduce the safety margin and 
thus provide better healthy tissue sparing. 

Regarding to the morphologic difference between 
the real kV projection images and the DRRs, instead of 
using classical image processing algorithms, a GAN-type 
framework is proposed by Dhont et al. (75) to synthesize 
DRR from the input kV image acquired from the OBI. This 
synthetic DRR is able to further improve the accuracy of the 
aforementioned markerless target positioning method (75).  
The deep learning-based markerless IGRT methods can 

not only be applied to the OBI for image guidance, but also 
to orthogonal kV live images acquired from stereotactic 
radiosurgery for real-time image guidance (21). 

For spine and lung tumors that have better contrast 
resolution, 2D/3D registration methods can be applied for 
patient setup and target monitoring (76,77). Recent deep 
learning-based 2D/3D image registration approaches have 
also augmented our ability to treatment verification and 
image guidance using 2D kV radiographs (78-80). Foote 
et al. develop a CNN model and a patient-specific motion 
subspace to predict anatomical positionings by using a 2D 
fluoroscopic projection in real-time (79). They used the CNN 
model to perform deformation composed with 2D radiographs. 
The CNN model can recover subspace coordinates to define 
the patient-specific deformation field between the patient 

Figure 2 Results of target localization for prostate cancer patients pretreatment setup and real-time tracking using a deep learning 
approach. The deep learning model predicted target positions are shown in yellow, and their corresponding ground truth is in blue. AP, 
anteroposterior; L-Lat, Left-lateral. Adapted with permission from reference (22). Copyright 2019 Elsevier. 
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treatment positioning and planning positioning. 

Volumetric imaging-based localization

Volumetric imaging using various modalities has been a 
standard procedure for treatment planning for decades. In 
contrast to this, anatomical position verification using in-
room volumetric imaging before beam delivery and at the 
time of beam delivery are getting popular in recent years, 
mainly attributed to the availability of the integrated linear 
accelerator-CT scanner systems. These systems include 
CT-on-rails system and other integrated systems that allow 
diagnostic quality CT acquisition in the treatment room 
(e.g., Primatrom, Siemens; ExaCT, Varian Medical Systems; 
uRT-linac, United-Imaging). Although the imaging and 
treatment isocenters of the integrated system are not 
coincident, the CT imaging is usually performed in close 
proximity to the treatment position. The high-quality CT 
scans can reflect the volumetric change during radiotherapy 
in individuals. In addition to the high-quality diagnostic 
CT scans, flat-detector in the OBI system can also be used 
to acquire 3D volumetric CBCT images before treatment. 
Different from the in-room diagnostic CT acquisition, the 
CBCT gantry rotation and the treatment beam share the 
same isocenter. 

Registration of the CBCT images with respect to 
the planning CT images indicates the correctness of the 
patient positioning and provides feedbacks for any needed 
adjustment. Recent advances in the deep learning-based 
CBCT/CT registration methods have been developed to aid 
fast patient set up and pretreatment positioning (63,81-83).  
For example, Liao et al. used reinforcement learning 
(RL) to perform rigid image registration between CT 
and CBCT images (63). Due to the long acquisition time 
(CBCT acquisition usually takes 30 seconds to 2 minutes 
while planning CT usually takes less than a few hundred 
milliseconds), large cone angle and limited detector 
dynamic range, there are substantial artifacts in the CBCT 
images and the low-contrast resolution is substantially 
inferior to the planning CT images. Hence, CBCT/
CT registration usually relies on the high-contrast bony 
structure or implanted fiducials. To mitigate this limitation, 
synthetic CT images can be generated from daily CBCT 
images using deep learning-based approaches (81,84,85). 
The synthetic CT images usually have comparable accuracy 
of HU values compared to the planning CT image, as 
shown in Figure 3. They therefore have potential to be 
used for dose calculation and treatment replanning, making 

CBCT-based adaptive radiotherapy possible. 
In addition to the synthetic CT image from CBCT 

images, deep learning algorithms can also perform contour 
propagation from planning CT to the daily CBCT. The 
planning CT image is of high-quality and the target 
volumes and OARs are delineated on this image. On the 
contrary, the CBCT images have low image quality and it 
is usually impossible to delineate target volumes on CBCT 
images, but to some extent, they still provide the anatomical 
information of the patient at the time of treatment. To take 
advantage of the daily CBCT images to achieve adaptive 
radiotherapy, Elmahdy et al. used deep learning to develop a 
registration pipeline for automatic contour propagation for 
intensity-modulated proton therapy of prostate cancer (86). 
The propagated contours obtained from the pipeline can 
generate reasonable treatment plans adapted to the daily 
anatomy. Liang et al. proposed a regional deformable model-
based unsupervised learning framework to automatically 
propagate the delineated prostate contours from planning 
CT to CBCT. The results showed the deep learning-based 
method could provide accurate contour propagation for daily 
CBCT-guided adaptive radiotherapy (87). 

Instead of the above deformation of contours from the 
planning CT to the CBCT, delineation can be performed 
directly on the daily CBCT using deep learning approaches 
to minimize the treatment uncertainties. Several synthetic 
MRI methods have been developed to delineate OAR for 
prostate and head-and-neck radiotherapy (88,89). For these 
methods, the synthetic MRI was firstly generated from 
CBCT images using cycleGAN, and the delineation was 
then performed on the synthetic MRI images.

Typically, to perform CBCT imaging using the OBI 
system, hundreds of radiographic projections need to be 
acquired. It is therefore impossible to provide real-time 
volumetric images at the time of beam delivery. To monitor 
the intrafractional motion, Shen et al. showed that single-
view tomographic imaging can be achieved by developing a 
deep learning model and integrating patient-specific prior 
knowledge in a data-driven image reconstruction process (90).  
This study was the first to push sparse sampling for CT 
imaging to the limit of a single projection view. It has the 
potential to generate real-time volumetric tomographic 
X-ray images by using the kV projection acquired from 
the OBI during the beam delivery, which can be used 
for motion management, image guidance and real-time 
adaptive radiotherapy. 

Recently, integrated MR-linac systems that allow real-
time imaging during the treatment have become available 
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for clinical use (91,92), and AI-based approaches have also 
been employed to aid tumor tracking and online adaptive 
radiotherapy. Cerviño et al. was the first to use an artificial 
neural network (ANN) model for tracking lung tumor 
motion at the time of treatment. Specifically, a volume 
that encompasses the tumor locations during treatment 
was selected to perform principal components analysis 
(PCA). The output of the PCA was incorporated into 
the ANN model to predict the tumor positioning during 
treatment delivery (93). To achieve real-time adaptation 
using MRI-guided radiotherapy, target motion needs to be 
monitored with low latency such that the radiation beam 
can be adapted to the current anatomy. Proton MRI is an 
imaging technique that can help quantify lung function 
using existing MRI systems without contrast material. To 

take advantage of this feature, Capaldi et al. (94) generated 
pulmonary ventilation maps with free-breathing proton 
MRI and a deep CNN, laying a solid foundation for 
future functional image-guided lung radiotherapy. To 
reduce the data acquisition time, deep learning has been 
employed to fasten the MR acquisition by enabling higher 
undersampling factors (95-97). 

Nowadays, volumetric imaging using modalities like 
CT, MRI, and PET are routinely used in clinical practice 
for treatment verification and image guidance. Whereas 
deep learning-based algorithms have greatly augmented the 
power of these volumetric imaging techniques to provide 
better healthy tissue sparing and clinical gains, there still 
exist several limitations for realistic implementation of these 
algorithms. This will be discussed in the following.

Figure 3 Results of synthetic CT images from daily cone-beam CT images using a deep learning approach. Evaluation studies using 
prostate cancer patients show the deep learning approach can synthesize CT-quality images with accurate CT numbers from CBCT images. 
The first, second, and third rows are the daily CBCT, the predicted synthetic CT, and the deformed planning CT images, respectively. sCT, 
synthesized CT; dpCT, deformed planning CT. Adapted with permission from reference (85). Copyright 2019 John Wiley and Sons.
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AI-based IGRT benefits

Fractionated radiotherapy usually takes several weeks and 
significant anatomy changes may be seen between different 
treatment fractions. Studies have shown that substantial 
organ motion and positioning errors might take place during 
a course of radiotherapy even for patients immobilized/
positioned with invasive (immobilization) techniques 
(98,99). For every fraction, it is therefore necessary to use 
treatment verification or image-guidance to mitigate both 
interfraction and intrafraction motion (27,100). Compared 
to previous 2D IGRT practice, AI-based IGRT algorithms 
for 3D volumetric imaging are able to make the geometric 
uncertainties and motion that arise more apparent during 
treatment. Moreover, they augment the ability to provide 
more accurate tumor localization as well as measurement 
of tumor changes, which include changes in size, shape, 
and position. For example, both interfraction variation and 
breathing-induced intrafraction motion can be evaluated 
in real-time by single-view volumetric imaging during 
radiotherapy (90). In addition, the single-view volumetric 
imaging can be further used to calculate radiation dose and 
replan for adaptive radiotherapy applying deep learning.

By increasing the geometric precision, the irradiated 
volumes of the OARs around the tumor can be reduced, 
resulting in a reduction in the amount of healthy tissue 
treated. Different from classical fiducial-based approaches 
which are invasive and associated with prolonged treatment 
procedure, AI-based IGRT eliminates the requirement of 
fiducial implantation (22,74). 

With the AI-based volumetric imaging of IGRT, it 
is possible to perform real-time soft-tissue registration 
without the use of fiducials, making soft-tissue (such as 
target volumes and OARs) image guidance more practical 
for routine clinical use than it was previously. With the AI-
based 2D imaging of IGRT, it is possible to not only track 
the PTV, but also track the GTV in real-time. Hence, 
the safety margin that accounts for motion track can be 
significantly reduced and the irradiation to the normal 
tissue can then be mitigated. Consequently, the probability 
of toxic effects to healthy tissue can be decreased and an 
escalation of the dose to the tumors might be performed 
to increase the probability of tumor control. On the other 
hand, even without dose escalation or a reduction in the 
target margin, target positioning verification based on the 
real-time AI-based IGRT approaches is still able to enhance 
the probability that the prescribed dose is actually delivered 
and increase the treatment confidence. 

With respect to clinical impact, AI-based IGRT based 
treatment replanning and image guidance could reduce 
toxic effects and risk for recurrence. These AI-based image 
guidance techniques have the potential to enable the use of 
radiotherapy in scenarios for which it was not previously 
possible. For example, single-view volumetric imaging 
makes real-time adaptive radiotherapy possible using 
commercially available OBI system (90). The approaches 
are usually performed in the image domain which is quite 
flexible and the approaches can therefore be applied 
to different sites, including head-and-neck, prostate, 
pancreas, upper abdomen cancers that are easily affected by 
respiratory motion. 

AI-based IGRT limitations

Although the technological advances in AI-based IGRT 
hold the potential to improve therapeutic ratio and 
clinical outcome, few technologies or strategies have been 
implemented in routine practice yet. AI-based approaches, 
especially deep learning, are data-driven and usually data-
hungry. To achieve better performance, sufficient training 
datasets need to be collected and sometimes to be well 
labeled manually. This is not an easy task and the training 
datasets may be limited in many cases. More importantly, 
the performance of AI-based approaches also relies on the 
training data distribution. For the testing data that are out 
of the distribution of the training data, the predictive model 
usually yields inferior results. Therefore, many of these 
approaches are usually not robust enough to be applied in 
realistic applications as every data at the clinical scenario is 
unique (101). 

Different from the classical machine learning algorithms, 
deep learning-based approaches are considered as “black-
boxes” and lack good interpretability. Hence, attention 
need to be paid to inappropriate margin reduction and 
overconfidence. Up to now, almost all AI-based IGRT 
studies have been retrospective and few methods have 
been applied in clinical practice. Of note, before applied 
to commercial use, AI-based IGRT algorithms should be 
subjected to premarket review and postmarket surveillance. 
The premarket review will require to demonstrate 
reasonable assurance of safety and effectiveness (within 
the acceptable tolerance limits for target positioning), and 
establish a clear expectation for the AI-based algorithms to 
continually manage patient risks throughout the lifecycle 
of the application. For the postmarket surveillance, the 
model deployment and performance are required to be 
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monitored closely. The risk management approaches 
should be incorporated as well as other approaches in the 
development, validation, and execution of the algorithm 
changes. 

The AI-based IGRT techniques need to be further 
evaluated. Instead of using clinically relevant metrics, 
many of the deep learning-based approaches are evaluated 
using metrics (such as structural similarity) originated from 
computer science. The results provided by these metrics are 
usually not clinically meaningful and it is not clear to what 
extent the results of the methods are allowed to be used in 
practice. In addition, some practical issues may be usually 
neglected in the AI-based IGRT studies. These issues 
should be considered in realistic applications. For example, 
when synthesizing the CT images from the daily CBCT 
images, there are different fields of views between CT and 
CBCT images. To perform OAR delineation and treatment 
replanning, the synthetic CT images may need to have the 
same field of view as the original planning CT images.

Summary

Highly conformal beam delivery techniques have been 
developed in the past decades and image-guidance is a 
stringent requirement for fully exploiting these advanced 
techniques. We review the applications of AI-based 
algorithms in IGRT and highlight some important trends 
in research and development in AI-based IGRT, and 
discuss the indications of these algorithms for the future 
of clinical practice of radiotherapy. In particular, the 
applications of AI-based IGRT techniques based on 2D 
imaging and 3D volumetric imaging are reviewed and 
analyzed. More importantly, the benefits and limitations of 
these techniques are discussed. To sum up, these techniques 
have the potential to monitor tumor motion, reduce the 
treatment uncertainty and improve the treatment precision. 
They also allow more healthy tissue to be spared while 
keeping tumor coverage the same or better. However, 
looking forward, there is still much which needs to be 
done to implement the AI-based algorithms for clinical 
translation and to maximize the utility and robustness of AI 
to benefit cancer patients. 
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