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Background and Objective: As the spine is pivotal in the support and protection of human bodies, 
much attention is given to the understanding of spinal diseases. Quick, accurate, and automatic analysis of 
a spine image greatly enhances the efficiency with which spine conditions can be diagnosed. Deep learning 
(DL) is a representative artificial intelligence technology that has made encouraging progress in the last 6 
years. However, it is still difficult for clinicians and technicians to fully understand this rapidly evolving field 
due to the diversity of applications, network structures, and evaluation criteria. This study aimed to provide 
clinicians and technicians with a comprehensive understanding of the development and prospects of DL 
spine image analysis by reviewing published literature. 
Methods: A systematic literature search was conducted in the PubMed and Web of Science databases using 
the keywords “deep learning” and “spine”. Date ranges used to conduct the search were from 1 January, 2015 
to 20 March, 2021. A total of 79 English articles were reviewed. 
Key Content and Findings: The DL technology has been applied extensively to the segmentation, 
detection, diagnosis, and quantitative evaluation of spine images. It uses static or dynamic image information, 
as well as local or non-local information. The high accuracy of analysis is comparable to that achieved 
manually by doctors. However, further exploration is needed in terms of data sharing, functional information, 
and network interpretability.
Conclusions: The DL technique is a powerful method for spine image analysis. We believe that, with the 
joint efforts of researchers and clinicians, intelligent, interpretable, and reliable DL spine analysis methods 
will be widely applied in clinical practice in the future.
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Introduction

The spine is a critical supportive and protective structure 
in human bodies. The human spine and its regions consist 
mainly of cervical vertebrae, thoracic vertebrae, lumbar 
vertebrae, and the sacrum (1). The spine is composed of 
vertebrae, intervertebral discs (IVDs), neural foramina, 
and the spinal cord (Figure 1). Some spinal diseases 
have garnered more attention recently, including spinal 
deformities (2), back pain (3), and IVD disorder (4). For 
example, spine deformity affects 32–68% of individuals 
over 65 years old worldwide (5). Medical imaging plays a 
critical role in the diagnosis of spine diseases (6); however, 
the workload of radiologists has increased significantly due 
to the increasing number of people with spinal diseases 
(7,8). Further, even when following the same diagnostic 
standard, experienced radiologists can arrive at different 
evaluations (9). Therefore, a key challenge to spine image 
analysis is how to diagnose diseases quickly, automatically, 
and accurately.

From the 1980s to the 1990s, researchers introduced 
pattern recognition methods to build task-specific spine 
image analysis methods (10), such as active contour models 
in the segmentation of vertebrae (11-13), watershed 
models in segmentation of IVDs and the spinal cord 
(14,15), and gradient-based methods in segmentation of 
the spine (16). These classic models rely on setting an edge 
detection strategy and manual thresholds to improve the 
segmentation performance (17), which may compromise the 
diagnostic performance. For example, the active contour 
model is sensitive to the manually selected initial contour 
position (18,19); the watershed model has a large number 
of minima in the embedded image or gradient, resulting in 
over-segmentation (20,21). These problems can be solved to 
some degree by gradient-based methods (18). For example, 
gradient vector flow was used as a new external force for 
the active contour model to reduce the sensitivity to the 
initial contour position (18). To eliminate the irrelevant 
local minima caused by noise and quantization errors in 
the gradient image, a watershed-based multi-scale gradient 
image segmentation algorithm was proposed to reduce over-
segmentation and calculate time (22). Therefore, pattern 
recognition methods have pushed spine image analysis from 

manual setting to semi-automatic processing. However, 
the manual selection of initial features may still reduce the 
efficiency and accuracy of analysis (16).

The end of the 1990s saw machine learning replace semi-
automatic work in spine image analysis, such as support 
vector machines (23,24) and random forests (25,26). The 
support vector machine finds the optimal hyperplane by 
learning samples and reducing the influence of outliers on 
the training data, thereby improving the robustness of the 
model in the reconstruction of three-dimensional scoliosis 
and diagnosis of IVD herniation (23,24). The random forest 
is a multivariate classifier that handles high-dimensional 
features and has been applied in spine classification with 
multiple objects (25,26). These machine learning methods 
have successfully transformed a human-designed system 
into a human training system (27). However, these machine 
learning systems still have hand-tailored characteristics since 
more complex feature engineering, such as the generation, 
extraction, and selection of features, needs to be completed 
by researchers (28,29).

The next step in spine image analysis is to determine how 
to enable computers to automatically learn data features. 
The powerful computing ability, such as the massive parallel 
computing with graphics processing units (GPUs) and big 
data in medical images, brings a great opportunity to the 
spinal imaging field. As a representative artificial intelligence 
technology, deep learning (DL) has revolutionized many 
fields (30), such as computer vision (31), natural language 
processing (32), biochemistry (33,34), signal processing 
(35,36), and medical image analysis (27,37-40). Exciting 
developments have been made with DL in spinal image 
analysis. For example, DL is used to generate a synthetic 
computed tomography (CT) images from radiation-
free magnetic resonance imaging (MRI) and obtain 
measurement results equivalent to CT morphology, which 
provides new possibilities for radiation-free diagnosis (41).  
However, due to the diversity of applications, network 
structures, and evaluation criteria, it is still difficult to 
obtain an overall picture of this fast-developing field  
(Figure 2). Therefore, a systematic review is needed.

In this paper, we surveyed 79 papers on DL spine image 
analysis, to clarify the challenges, highlight the main 
contributions of published work, and for projection of future 
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Figure 1 A schematic diagram of the main structure of the spine. On the left is a global diagram of the spine, while the right shows 2 local 
diagrams of the spine. (A) is derived from Illu vertebral column by Pixelsquid, used under Public Domain Mark 1.0. (B,C) Derived from 
Vertebra Superior View-en by Jmarchn, used under CC BY-SA 3.0. (B,C) Licensed under CC BY-SA 3.0 by Biao. Source: https://commons.
wikimedia.org/wiki/File:Illu_vertebral_column.svg (A); https://commons.wikimedia.org/wiki/File:718_Vertebra-en.svg (B,C).

Figure 2 A schematic diagram of the spine image analysis with DL: (A) segmentation, (B) detection, (C) diagnosis. [The spine image of (A,B) 
was reproduced with permission from the public dataset provided in (29)]. Source: https://www.spinesegmentation-challenge.com. DL, deep 
learning.

developments. This review attempts to provide clinicians 
and technicians with a comprehensive understanding of the 
current development and prospects of this active field.

We present the following article in accordance with the 
Narrative Review reporting checklist (available at https://qims.
amegroups.com/article/view/10.21037/qims-21-939/rc).

Methods

Search strategy

We conducted a comprehensive search of literature in the 
PubMed and Web of Science databases to review existing 
research about DL in spine image analysis. We searched 
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for the following keywords in the title or abstract: “deep 
learning” AND “spine”. The search time range was from 
1 January, 2015, to 20 March, 2021. The search strategy is 
shown in Table 1.

Inclusion criteria

The literature collection was conducted independently by 2 
reviewers, and any differences were resolved by consensus. 
Papers were included if they were published in English full-

text journals and conference papers, excluding reviews and 
non-English papers. Papers containing “deep learning” and 
descriptive words related to the spine were selected; Papers 
that do not contain both “deep learning” and descriptive 
words related to the spine will be excluded.

Data extraction

The data extraction was completed by 3 investigators (Biao 
Qu, Jianpeng Cao and Chen Qian). Author, publication 
date, target, disease, method, number of cases, modality, 
number of images, and metrics were extracted. These data 
were arranged into 4 tables which corresponded to different 
applications in DL spine image analysis.

Results

The review included 79 articles published in English. 
Figure 3 shows the number of papers published in the 
recent 6 years. The number of papers increased by a factor 
of 15 from 2015 to 2020. As an effective non-invasive 
examination method, MRI has become an important source 
of data, accounting for 40.5% of the 79 articles published 
papers. Figure 4 shows that the application of DL in spine 
image analysis mainly includes segmentation, detection, and 
diagnosis. Diagnosis is the most frequent application of DL 
in spinal imaging, accounting for 35.4% of included articles.

Discussion

After reviewing 79 papers, we found that different DL 

Table 1 The search strategy summary (Appendix 1)

Items Specification

Date of search The search time range is from 1 January 2015 to 20 March 2021

Databases and other sources searched PubMed and Web of Science

Search terms used Use “deep learning” + “spine” as keywords to search in the title or abstract of the literature

Timeframe First search date: 15 October, 2020–5 November, 2020

Second search date: 10 March, 2021–20 March, 2021

Literature selection: 21 March, 2021–15 April, 2021

Inclusion and exclusion criteria Published English full-text journals and conference papers are selected, excluding reviews and 
non-English papers. Papers containing “deep learning” and descriptive words related to the spine 
are selected, otherwise they are excluded

Selection process The literature selection was done independently by Biao Qu and Jianpeng Cao. Differences were 
resolved by consensus

Figure 3 Published papers on spine image analysis with DL. 
Source: PubMed and Web of Science. Search time range: 1 January 
2015 to 20 March 2021. DL, deep learning; MRI, magnetic 
resonance imaging; CT, computed tomography.

2021

2020

2019

2018

2017

2016

2015

Ye
ar

1 1 1

11

1

1

1

1

2

2

7813

8 7

326

3 1

11

6

0            5           10          15          20          25          30
Number of papers

MRI CT X-ray Ultrasound Fusion

https://cdn.amegroups.cn/static/public/QIMS-21-939-supplementary.pdf


Qu et al. DL in spine image analysis: a review3458

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2022;12(6):3454-3479 | https://dx.doi.org/10.21037/qims-21-939

methods are suitable for different application scenarios 
of spine image analysis. In addition, the need for a large 
amount of training data in DL has also aroused patients’ 
concerns about privacy protection. Thus, this section 
discusses 3 aspects of DL spine image analysis: DL methods, 
main applications, and ethical and privacy issues.

DL methods

Here, we briefly discuss the common neural network 
structures (Figure 5) adopted in DL spine image analysis.

The artificial neuron is the basic unit of neural networks 
(Figure 6A). It comprises an input vector x, weights of a 
linear transform w, a bias b, and a nonlinear activation 
function f, as shown in Eq. [1]:

 ( )Ty f b= +w x  [1]

where y is an output that is received by 1neuron of the 
next layer. If the next layer has multiple neurons, an output 
vector y=[y1,…,yM]T is formed according to

 ( ) ( )1 1 , ,
TT T

M Mf b f b = + + y w x w x  [2]

which can be simplified as

 ( )Tf= +y W x b  [3]

where W=[w1,…,wM], b=[b1,…,bM]T and the Sigmoid or 
rectified linear unit (ReLU) function is commonly chosen 
as f. These nonlinear functions provide a new feature 
representation by nonlinear transformations (43).

Deep feedforward networks (DFN) (Figure 6B ) 
approximate some complex target functions by many 
artificial neurons in a chain structure as shown in Eq. [4] (43),

 ( )( )( )1 1 1 1
T T T
L L L Lf f f− −= + + +y W W W x b b b  [4]

where L is the length of the chain and gives the depth of the 
network, which is also called the total number of layers. The 
feedforward means that there are no feedback connections 
in which outputs of the model are fed back into itself. 
Aside from the output layer, training data does not give the 
desired output of other layers, which are therefore called 
hidden layers. Goodfellow et al. suggested viewing DFNs 
as function approximation machines that are designed for 
statistical generalization (43).

DFNs are fundamentals for many DL models (43). 
Convolutional neural network (CNN) is one of the most 
popular networks in spine image analysis. It consists of 
convolution layers, nonlinear layers, and pooling layers 
(Figure 7A). As the nonlinear layer is the same as DFNs, the 
following discussion focuses on the structures and functions 
of the other 2 layers.

The convolution layers of CNN take the invariant 

Figure 4 Application and distribution of DL in spine image 
analysis. DL, deep learning.

Figure 5 The number of commonly used network structures in 
DL spine image analysis. Source: PubMed and Web of Science. 
CNN. U-Net is a typical convolutional neural network (42), it 
has a contracting path for image downsampling and an expansive 
path for image upsampling. FCN; LSTM network; GAN. Search 
time range: 1 January, 2015 to 20 March, 2021. DL, deep learning; 
CNN, convolutional neural network; FCN, fully convolutional 
network; LSTM, long short-term memory; GAN, generative 
adversarial network.
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translation statistical properties into account by sharing 
weight parameters across multiple image locations. The 
matrix multiplication WTx in Eq. [3] is replaced with the 
convolution in at least 1 layer. Given a convolution kernel k, 
Eq. [3] is rewritten as

 ( )f= ∗ +y k x b  [5]

where * denotes the convolution operation. A matrix form 
of Eq. [5] is
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where k1,…kS−1,kS are the values of k. A smaller kernel size S 
means fewer input neurons are connected to the next layer 
and a sparser matrix W. Therefore, CNN enables neural 
networks with low memory to be computationally efficient. 
For the spine analysis, both the image x and convolution 
kernel k are in 2-dimensional (2D) form.

Pooling layers of CNN replace each output with a 
statistic of its nearby outputs. For example, max pooling 
and average pooling will output maximum and mean values 
within a rectangular neighborhood. Pooling operation 
brings invariance to local translation, which decreases the 
sensitivity of the networks to the feature location. With a 

huge amount of spine image 2D or 3D patches as the input 
and the labeled ground-truth as the output, CNN shows 
great ability to learn high-level features and improve the 
overall performance of spinal image segmentation and/or 
classification (28,44-46).

The U-Net is a typical CNN for image segmentation (42),  
which has a contracting path for image downsampling and 
an expansive path for image upsampling (Figure 7B). The 
contracting path consists of convolution and pooling layers 
where in spatial information of the image is reduced, and 
high-level features are extracted. In the expansive path, 
spatial information is concatenated with the feature from 
the contracting path. For spine segmented tasks, through 
the concatenation, multi-scale features are obtained to 
increase contrast and reduce blurred borders between 
vertebrae, IVDs, and the background, leading to more 
accurate spine segmentation (47-50).

The recurrent neural network (RNN) is primarily 
designed for sequence data processing (51). The basic 
structure of RNNs consists of input nodes, output nodes, 
and hidden nodes with a cyclic connection. A computational 
graphic could be obtained by unrolling this recursive 
structure in time, leading to parameters sharing (Figure 8A). 
Usually, RNN records information from a previous input in 
a state vector, which is stored in hidden layers. The current 
output is determined by not only the current input, but 
also the state vector. However, gradient propagation over 
many stages tends to vanish or explode (43). Therefore, 
this structure fails to retain information for a long time, 
especially when the length of context increases (52). To 

Figure 6 A deep feedforward network with 5 layers. (A) The input vector x=[x1,x2,…,xN] and the bias b, the weighted connection composed 
of weight vector w=[w1,w2,…,wN]T and the activation function f. (B) A deep feedforward network that is composed of 1 input layer, 3 hidden 
layers, and 1 output layer.
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Figure 7 The network structure of CNN and U-Net (U-Net is a typical convolutional neural network (42), it has a contracting path for 
image downsampling and an expansive path for image upsampling). (A) CNN, (B) U-Net. Note: Stacked feature maps are a group of feature 
maps generated by the previous convolution, nonlinear or pooling layer. CNN, convolutional neural networks.

Figure 8 Network structures of a RNN, an LSTM unit and a GAN. (A) RNN has input nodes, output nodes, and hidden nodes with the 
cyclic connection. (B) The LSTM unit consists of input gate and output gate, which are built by neural network layers. Input gate adds 
significant information to data flow and ‘forgets’ unimportant parts. The output gate decides what LSTM unit is going to output. (C) 
The generator of the GAN produces fake images and the discriminator grades fake images and true images. [The spine image of (C) was 
reproduced with permission from the public dataset provided in Reference (29)]. Source: https://www.spinesegmentation-challenge.com. 
RNN, recurrent neural network; LSTM, long short-term memory; GAN, generative adversarial network.
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solve this problem, the long short-term memory (LSTM) 
network employs different gates to control information flow 
into or out of the LSTM unit (53) (Figure 8B). Therefore, 
LSTM effectively mines the long-range contextual 
information that persists in the spinal images, and the large-
scale memory information is conducive to improving the 
accuracy of detection (48).

Generative adversarial network (GAN) is another neural 
network that consists of 2 competitive components, 1 
discriminator and 1 generator, which are playing in a 0-sum 
game (54) (Figure 8C). The generator produces samples, 
while the discriminator tries to distinguish between samples 
from the training data and the ‘fake samples’ from the 
generator. In practice, however, training a GAN is difficult 
because of the non-convex optimization of the generator 
and discriminator (43). Considerable efforts have been 
made to address this issue (55-57). In spine segmentation, 
the discriminator distinguishes predicted segmentation 
maps or ground-truth maps by scoring them (58). Then, 
scores direct the generator to narrow mismatches between 
predicted and ground-truth maps. This mechanism can 
correct prediction errors and break the limitations of small 
datasets, thereby increasing the continuity of data at the 
global level (55-58). Compared with using the ground-truth 
as labeled maps, GAN increases global-level accuracy and 
avoids over-fitting in spine image segmentation (58).

Freely accessible frameworks and increasingly powerful 
computing hardware are significant drivers of the popularity 
of DL. Frameworks such as Tensorflow (https://www.
tensorflow.org/), Torch (https://pytorch.org/), and Keras 
(https://keras.io) make it easier to design or reproduce 
state-of-the-art networks. GPU and distributed computing 
promote the development of very large-scale networks with 
outstanding performance.

Applications

The neural network can explore the local and non-local 
information of spine images. Local information mainly 
includes edges and textures within each image patch, which 
can be extracted with the convolution kernel in DL. The 
non-local information commonly exists among multiple 
patches that are distant from each other. This non-local 
information could be the similarity and dissimilarity 
of adjacent patches (46), the connection and shape 
discrimination of adjacent vertebrae and IVDs (29), other 
information imbedded in inter-slices (11,59), and multi-
modalities (60). From another view, neural networks can 

explore the static or dynamic spine image information. 
Static information commonly exists in a single image. 
Dynamic information is mainly represented by temporal 
changes in image sequences, such as the dynamic contrast 
enhancement in MRI and the motion mode of spine in 
video fluoroscopy (61,62).

This section discusses common applications of spine 
image analysis, including segmentation, detection, and 
diagnosis.

Segmentation
Object segmentation is an essential step for spine diagnosis 
and covers most DL methods in its image analysis. It is 
mainly used to distinguish the same type of objects from 
the background. This sub-section reviews the application 
of DL in spine image segmentation, including vertebrae 
segmentation (63-67), IVDs segmentation (13), and multi-
task segmentation (68) (Figure 9; Table 2).
Vertebrae segmentation
Vertebrae segmentation is the most common topic in 
spine segmentation papers and faces difficulties such as the 
complexity of structure, similarity of adjacent bones, and 
the low contrast of images (45,46,49) (Figure 9A; Table 2).

Initially, CNN was adopted to address these difficulties (10).  
A CNN cuts the spine image into many patches, performs 
pixel-level discrimination with learnable filters, and 
classifies patches through a sliding window. However, the 
patch-based perception area can only extract local features, 
which ignores the contextual information of the vertebrae 
and limits the segmentation performance.

Compared with CNN, U-Net obtains complete 
contextual information of the vertebrae by connecting 
up/down-sampling image features with skip connection 
operations (27). Thus, various advanced spine image 
segmentation methods adopt U-Net as the basic network 
structure.

The fundamental U-Net in spine segmentation is in 2D 
form. Each slice of the spine image is independently input 
to the network (45,69). This operation significantly saves 
the computation cost and increases the number of training 
samples by one order. By labelling the upper and lower 
vertebrae as the output of the network, the segmentation 
and separation of 3D vertebrae are resolved through 2D 
network training (45). However, the segmentation accuracy 
may be compromised by the irregular shape, artifacts, and 
large variability between slices (59). To adapt to the highly 
variable topological shape of vertebrae, Rehman et al. (73) 
integrated the parameter level set method into U-Net and 

https://www.tensorflow.org/
https://www.tensorflow.org/
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Figure 9 Typical spine image segmentation with DL. (A) Vertebrae segmentation. (B) Intervertebral discs segmentation. (C) Multi-task 
segmentation. [The spine images of (A-C) were reproduced with permission from the public dataset provided in Reference (29)]. Source: 
https://www.spinesegmentation-challenge.com. (D) is derived from Vertebra Superior View-en by Jmarchn, used under Creative Commons 
Attribution Share Alike 3.0 Unported (CC BY-SA 3.0). (D) is licensed under CC BY-SA 3.0 by Biao. Source: https://commons.wikimedia.
org/wiki/File:718_Vertebra-en.svg.) DL, deep learning.

improved the robustness of the network (74). To make 
use of the contextual information of adjacent vertebrae, 
Al Arif et al. (70) combined fully convolutional network 
(FCN) and 2D U-Net to enable global localization, center 
localization, and vertebrae segmentation in a single thread. 
The inter-slice information was also explored by Zhang 
et al. (59) with an inter-slice attention module, which 
substantially improved the segmentation accuracy compared 
to 2D U-Net and achieved comparable or slightly better 
performance than 3D U-Net.

A 3D U-Net treats 3D image patches of the multi-slice 
image as the network input. Lessmann et al. (11) proposed 
to use large size 3D image patches (128×128×128) to cover 
a whole vertebra, thus avoiding missing information of each 
vertebra in the network input. Chuang et al. (50) improved 
this method by changing the skip connection in the network 
to reduce computing with memory. Rak et al. (46) used a 
similar 3D U-Net network to combine the constraint of 
star convex cuts between adjacent patches, which solved the 
problem of blurred segmentation among adjacent cones.
IVD segmentation
An IVD lies between adjacent vertebrae and acts as a 

ligament to hold the vertebrae together and absorb shocks 
for the spine (Figure 9B).

Unlike the traditional U-Net for medical image 
segmentation (42), the boundary of IVDs has been treated 
carefully to realize the fine segmentation and improve the 
dice similarity coefficient by 3% (28). Different modal MRI 
images further improve the segmentation accuracy with 
multi-scale and modal dropout learning (12). To exploit 
the complementary information of different modalities, the 
“modal dropout learning” strategy randomly zeros out the 
voxel portion of the randomly selected modal image (49). The 
random dropout of voxels will allow the network to avoid 
redundant features, which can reduce co-adaption issues 
and improve the discrimination ability of the network (49).  
By combing the atlas-based registration and statistical 
parameter mapping, Iriondo et al. (13) quantitatively 
analyzed IVD degeneration.
Multi-task segmentation
The traditional single-task segmentation network focuses 
only on the segmentation of 1 class of objects. Multi-task 
segmentation simultaneously segments multiple classes of 
objects and combines segmentation with other tasks such 
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Table 2 Summary of papers on deep learning spine segmentation

Author Target Method Cases (source) Modality Images Metric value

Kervadec et al. (63) (2019) Vertebrae 2D CNN 23 (Z) MRI NA DC 86.04%

Lavdas et al. (10) (2017) Vertebrae 3D CNN 51 MRI NA DC 81%±13%

Rak et al. (46) (2019) Vertebrae 3D CNN 64+23 (Z) MRI NA DC 93.8%±2.6%

Bae et al. (45) (2020) Vertebrae 2D U-Net 41 CT 4,589 DC 88.67%±5.82%

Chuang et al. (50) (2019) Vertebrae 3D U-Net 32 CT NA DC 92.6%

Fan et al. (64) (2019) Vertebrae 3D U-Net 50 (S) CT NA DC 94.5% 

Fang et al. (69) (2021) Vertebrae 2D U-Net 1449 CT NA DC 82.3%

Kim et al. (65) (2020) Vertebrae 2D U-Net 100 CT 344 DC 90.4% 

Kolarik et al. (66) (2019) Vertebrae 3D U-Net 10 (S) CT NA DC 97.08% 

Lessmann et al. (11) (2019) Vertebrae 3D U-Net 15 MRI/CT NA DC 96.3%±1.3%

Rehman et al. (49) (2020) Vertebrae 2D U-Net 45 CT NA DC 96.4%±0.8%

Zhang et al. (47) (2021) Vertebrae 2D U-Net 240 MRI NA DC 92.6%

Zhou et al. (67) (2020) Vertebrae 2D U-Net 57 MRI 1,140 DC 84.9%±9.1%

Al Arif et al. (70) (2018) Vertebrae 2D FCN/U-Net NA X-ray 296 DC 84% 

Xia et al. (71) (2020) Vertebrae 3D FCN/CNN 10 (S) CT 10,991 DC 94.84%

Iriondo et al. (13) (2020) IVDs 2D CNN 31 MRI NA DC 91.5% 

Kim et al. (28) (2018) IVDs 2D U-Net 20 (S) MRI NA DC 89.44%

Li et al. (12) (2018) IVDs 3D FCN 12 MRI NA DC 91.34%±2.16%

Tam et al. (72) (2020) IVDs; Vertebrae 2D CNN 222 (C) MRI/CT 1,413 DC 93% 

Pang et al. (29) (2021) IVDs; Vertebrae 3D CNN 215 MRI NA DC 87.49%±3.81%

Rehman et al. (73) (2019) IVDs; Vertebrae 2D U-Net 20 (S)+173 MRI/CT NA DC 90.37% ± 0.9%

Huang et al. (48) (2020) IVDs; SC;Vertebrae 2D U-Net 100 MRI 300 IoU 94.7%

Han et al. (58) (2018) IVDs; NF;Vertebrae 2D GAN 253 MRI 3,564 DC 87.1% 

Hong et al. (68) (2020) IVDs; NF;Vertebrae 2D CNN 200 MRI 3,400 DC 90.6% 

C, http://csi-workshop.weebly.com/challenges.html; S, Spineweb (http://spineweb.digitalimaginggroup.ca); Z, http://dx.doi.org/10.5281/
zenodo.22304. IVDs, intervertebral discs; NF, neural foramen; SC, spinal canal; CNN, convolutional neural network; DC, dice coefficient; 
FCN, fully convolutional network; GAN, generative adversarial network; MRI, magnetic resonance imaging; CT, computed tomography; N, 
not available; IoU, intersection over union.

as classification. For instance, a simultaneous segmentation 
and classification of spine images is displayed in Figure 9C. 
Due to the similarity of the edges of vertebrae and IVDs, 
the generalization and segmentation capabilities can be 
improved, and lower memory usage and faster inference 
calculation can be achieved by sharing the network 
parameters among multiple tasks (75-77).

To complete the semantic segmentation of the IVD, 
vertebral body, and neural foramen in 1 network, Han  
et al. (58) proposed a spine-GAN network to address the 

high diversity and variability of complex spine structure 
and used the LSTM to find the spatial pathological 
correlation between multiple objects. By modelling the 
dependency between adjacent vertebrae and IVDs with 
a probability map, Pang et al. (29) combined a 3D graph 
convolutional network to extract low-resolution features 
through the dependency and a 2D residual U-Net to 
refine segmentation with high-resolution image slices. To 
address the nonlinear relationship between different organs, 
Tam et al. (72) proposed the holistic multi-task regression 

http://spineweb.digitalimaginggroup.ca/
http://dx.doi.org/10.5281/zenodo.22304
http://dx.doi.org/10.5281/zenodo.22304
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method using multi-scale and fused image features and 
achieved outstanding portability and adaptability. To realize 
the segmentation and classification of multiple vertebral 
bodies simultaneously, Xia et al. (71) designed a 3D FCN 
with coarse segmentation and a cascaded CNN with fine 
segmentation.

Although many DL spine segmentation methods have 
been explored, there are still many problems that are 
worthy of continued research efforts. For example, it is hard 
to accurately segment small and complex organs, such as 
the spinal canal and intervertebral foramen. The number of 
cases in publications is still small (smaller than 100 in many 
publications, and the paper with the most contained 1,449 
cases) and this may affect the applicability of these methods 
(Table 2).

Detection
Spine detection mainly includes local izat ion and 

identification of vertebrae and IVDs (12,78-85) (Table 3). As 
it is manually performed by clinicians, traditional detection 
is time-consuming (87,89); there is a need for fast and 
automatic detection. Automatic detection will also resolve 
other difficulties, such as similar vertebrae structure (86),  
different field of view or resolution (90), different 
appearances caused by pathological variation, and image 
artefacts (90).

Figure 10 shows a typical process of automatic vertebrae 
detection. First, the vertebrae features are extracted through 
the neural network. Second, vertebrae are marked with a 
square box and only the positive boxes, identified through 
comparing with the manually labelled ones, are preserved 
to show the vertebrae location. Third, the wrong labels are 
corrected (90). Finally, the network generates the label and 
the recognition confidence score.

In the first step of Figure 10, the shapes of vertebrae 
are first trained from the labelled data and then used to 

Table 3 Summary of papers on deep learning spine detection

Author Target Method Cases (source) Modality Images Metric value

Li et al. (12) (2018) IVDs 3D FCN 12 (M16) MRI/CT NA DC 91.2% 

Amin et al. (78) (2015) LV 3D CNN 32 MRI NA IR 91%

Zhang et al. (86) (2020) LV 2D CNN/LSTM 407 MRI NA AC 93.55%

Zhou et al. (79) (2019) LV 2D CNN 1,318 MRI 2,739 AC 98.6%

Cai et al. (60) (2016) Vertebrae 2D CNN 150 (S) MRI/CT NA AC 95%

Chen et al. (87) (2020) Vertebrae 3D FCN 302 (M14) CT NA IR 94.67%

Forsberg et al. (80) (2017) Vertebrae 2D CNN NA CT 720 AC 99.1% 

Zhang et al. (47) (2021) Vertebrae 2D SCRL 240 MRI NA AC 96.4%

Roggen et al. (81) (2020) LV; TV 2D CNN 13 X-ray 952 MV 0.23 mm

Chen et al. (88) (2015) LV; TV; Sacrum 2D CNN 302 (M14) CT 67,145 ME 8.82±13.04 mm

Liao et al. (89) (2018) LV; TV; Sacrum 3D CNN 302 (S) CT NA IR 88.3% 

Wang et al. (82) (2019) LV; TV; Sacrum 2D CNN 98 (S) CT 1,078 IR 82.19%

Zhao et al. (90) (2021) LV; TV; Sacrum 2D CNN NA MRI 450 AC 95.5%

Hetherington et al. (83) (2017) IVDs; LV; Sacrum 2D CNN 20 US 8,850 AC 91%

Netherton et al. (84) (2020) SC; Vertebrae 2D CNN 897 (M14) CT 2,296 IR 86.8%

Jakubicek et al. (85) (2020) IVDs; SC; Vertebrae 2D CNN 421 CT NA IR 87.1%

Wimmer et al. (91) (2018) IVDs; LV; TV; Sacrum 2D CNN NA (S) MRI/CT 1,659 AC 92.5% 

IVDs, intervertebral discs; SC, spinal canal; LV, lumbar vertebrae; TV, thoracic vertebrae; CNN, convolutional neural network; SNN, siamese 
neural network; FCN, fully convolutional network; LSTM, long short-term memory; SCRL, sequential conditional reinforcement learning 
network; US, ultrasound; MRI, magnetic resonance imaging; CT, computed tomography; NA, not available, AC, accuracy; ALE, average 
localization error; DC, dice coefficient; IR, identification rate; ME, mean error; MV, median value; M14, MICCAI 2014; M16, MICCAI 2016; S, 
Spineweb (http://spineweb.digitalimaginggroup.ca/).

http://spineweb.digitalimaginggroup.ca/
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Figure 10 A schematic diagram of the vertebrae detection process. (A) The anatomy of the human spine [(A) is derived from Gray 111 - 
Vertebral column-colored by Henry, used under Public Domain Mark 1.0, https://commons.wikimedia.org/w/index.php?curid=1282158]. (B) 
The spine image as an input. (C) Vertebrae discrimination. (D) Correction. (E) The identification as an output. (C-E) Adapted from Figure 3 
in Ref. (90). Note: The square box is used to locate the vertebrae and the number after the label represents the recognition confidence score. 
MRI image was reproduced with permission from the public dataset provided in Reference (29). Source: https://www.spinesegmentation-
challenge.com. MRI, magnetic resonance imaging.

detect every possible vertebra in the target spine image. 
This approach is efficient since it usually divides the image 
into small regions or patches and requires a relatively 
small amount of training data. However, neighboring or 
global information of multiple vertebrae is not explored, 
and false positive detection may thus occur. To address 
this problem, the second and third steps of Figure 10 are 
adopted (sometimes the 2 steps may be integrated). For 
example, Chen et al. (88) combined the CNN and random 
forest classifier to slide extract vertebrae candidates, which 
increased the identification rate from 77.13% to 84.16% in 
typical CNN-based detection. By mining the long-range 
contextual information that existed in the fixed spatial 
order of vertebrae, Liao et al. (89) developed a bidirectional 
multi-task learning RNNs to jointly learn this contextual 
information from 2 directions (from cervical vertebrae to 
sacral vertebrae and the other way around) and further 
increased the identification rate to 88.3%. Zhang et al. (47) 
proposed to model the sequential correlations of vertebrae 
from top to bottom as dynamic-interaction processes 
and introduce deep reinforcement learning to segment 

and detect vertebrae concurrently. Since the sequential 
correlation was introduced, this method has effectively 
handled the complex background and pathological or 
anatomic variations (47). Zhang et al. (86) further applied 
a multi-task relational learning to locate, identify, and 
segment the vertebrae simultaneously, which avoided the 
overfitting of a single task, corrected each other, and pushed 
the identification rate to 93.55%.

Unlike the previous practice of training a dedicated 
network from a single modality or contrast, multi-modality 
or multi-contrast image information can improve the spine 
detection ability of DL. Cai et al. (60) fused the MRI and CT 
image features with a transformed deep CNN (Figure 11). 
Single-modal features are initially detected and then fused 
in the intermediate layers of neural network, enhancing the 
invariance of vertebra patterns under different contrasts 
and modalities. An entropy-optimized texture model was 
introduced by Wimmer et al. (91) for seed point localization 
and iterative labelling, which enabled the use of a single 
learning-based pipeline without parameterizing it to different 
imaging modalities. Combing this model with CNN, 
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Figure 11 The multi-modal recognition for spine images. Pictures are reproduced based on the idea in Fig. 1 of Reference (60). The CT 
image source is VerSe2019 (92) (https://osf.io/nqjyw/files/) and the MRI was reproduced with permission from the public dataset provided 
in Reference (29). Source: https://www.spinesegmentation-challenge.com. CT, computed tomography; MR, magnetic resonance; MRI, 
magnetic resonance imaging; SVM, support vector machine.

automatic cross-modality sacral region detection of IVDs and 
vertebrae is achieved (91). If the multi-contrast images are 
not aligned, image registration is necessary since objects may 
move during the time gap between 1 to 9 min (93). Then, a 
multi-channel image, emulating the red/green/blue channel 
images in computer vision, is created for these multi-contrast 
images (93).

In summary, CNN is the most frequently adopted neural 
network and enables automatic spine localization and 
identification. In the future, multi-modal and multi-contrast 
information would be valuable research areas to improve 
the accuracy of location and identification rates.

Diagnosis
Diagnosis from spinal imaging includes the diagnosis of 
scoliosis, foraminal stenosis, metastatic spinal lesions, and 
spinal stenosis (94-111) (Table 4; Figure 12). However, 
conventional approaches may be time-consuming (121,122), 
cannot handle low-contrast spine images very well, and are 
prone to high inter- and intra-observer variability (112,115).

The X-ray is the most used imaging technique to 
diagnose scoliosis. Measurement of the Cobb angle is the 
gold standard for this disease (114) (Figure 13). The accuracy 
of manual measurement is susceptible to observer bias (124),  
and automatic measurements are highly anticipated. 
However, the anatomical variability and low tissue contrast 
of spine X-ray images make automated measurement of 
Cobb angles difficult (112). Recently, DL methods have 
been applied to automatically measure the Cobb angle. 

Yang et al. (115) proposed to automatically screen scoliosis 
on unclothed back images, avoiding X-ray radiation. Their 
work achieved superior accuracy over human specialists 
in detecting scoliosis cases with a curve ≥20° and severity 
grading. Chen et al. (112) enhanced the Cobb angle 
estimation with an alternative error correction net and 
integrated a high-precision calculation into the network, 
which reduced the error of the estimated angle by 50%. Wu 
et al. (114) combined anterior-posterior and lateral views 
through a convolutional layer and mitigated the problem 
of occlusion (e.g., vertebral occlusion in lateral view 
caused by the ribcage). The circular mean absolute error 
of Cobb angles in anterior-posterior and lateral views was 
significantly reduced to 4.04° and 4.07°, respectively. Kim  
et al. (113) built a scoliosis diagnosis system that provided 
not only automatic Cobb angle assessment but also localized 
and identified all vertebrae, which achieved a circular mean 
absolute error of 3.51°. Bernstein et al. (124) proposed a DL 
method to use a spline constructed from vertebra centroids 
to resemble spinal curve characteristics more closely and 
further enhance precision by automatically detecting the 
centroids. Their results showed that, even in the case of 
poor X-ray image quality, the error of measuring the Cobb 
angle was only one-tenth of manual measurement error, 
which greatly improved the measurement accuracy.

The diagnosis of spinal degenerative diseases, such 
as intervertebral foramen stenosis, spinal stenosis, and 
IVD herniation, are also handled well with DL. (I) 
Spinal stenosis: Al-Kafri et al. (93) studied lumbar spinal 
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Table 4 Overview of papers using deep learning in the application of spinal diagnosis

Author Disease Method Subjects (Source) Modality Images Metric Value

Chen et al. (112) (2019) Scoliosis 2D CNN 581 X-ray NA RRMSE 11.88%

Galbusera et al. (95) (2019) Scoliosis 2D FCN 493 X-ray NA Standard angle errors 2.7°–11.5°

He et al. (96) (2021) Scoliosis 2D CNN 525 X-ray NA AC 80.36%

Horng et al. (111) (2019) Scoliosis 2D U-Net NA X-ray 595 DC 95.1%±2.7%

Kim et al. (113) (2020) Scoliosis 2D U-Net NA X-ray 609 CMAE 3.51°

Kokabu et al. (97) (2021) Scoliosis 2D CNN 160 X-ray NA AC 94%

Mandel et al. (98) (2021) Scoliosis 2D CNN 139 MRI 695 Errors 1.8±0.8 mm

Pan et al. (99) (2019) Scoliosis 2D CNN 248 X-ray NA SE 89.59% 

Ito et al. (100) (2021) Scoliosis 2D CNN 50 X-ray NA Mean angle error 0.5°

Wu et al. (114) (2018) Scoliosis 2D CNN 154 X-ray 526 CMAE 4.04°

Yang et al. (115) (2019) Scoliosis 2D CNN 3,240(B) X-ray NA AC 94.6%

Jamaludin et al. (101) (2017) Spinal stenosis 3D CNN 2,009 MRI 12,018 AC 95.6%

Won et al. (116) (2020) Spinal stenosis 2D CNN NA MRI 542 AC 83%

Al-kafri et al. (93) (2019) Spinal stenosis 2D CNN 515 MRI 48,345 IoU 92%

Fan et al. (102) (2020) Spinal stenosis 3D U-Net 31 CT 1,681 DC 94%

Gaonkar et al. (117) (2019) Spinal stenosis 2D U-Net 1,755 MRI NA DC 88%

Han et al. (103) (2018) Foraminal stenosis 2D GAN 253 MRI NA AC 96.2%±0.3%

Han et al. (118) (2018) Foraminal stenosis 2D FCN 200 MRI NA PR 84.5%

LewandrowskI et al. (119) 
(2020)

Foraminal stenosis 2D CNN 3,560 MRI 17,800 AC 86.2%

Chmelik et al. (120) (2018) MSL 2D CNN 31 CT 626 SE 92.0%

Lang et al. (61) (2019) MSL 2D LSTM 61 MRI NA AC 81%±3.4%

Wang et al. (104) (2017) MSL 2D SNN 26 MRI NA FP 0.40

Löffler et al. (105) (2021) Osteoporosis 2D CNN 192 CT NA SE 84% 

Zhang et al. (106) (2020) Osteoporosis 2D CNN 910 X-ray 1,820 AC 76.7%

Li et al. (107) (2021) Fractures 2D CNN 941 CT/MRI NA AC 93%

Maki et al. (108) (2020) SSM 2D CNN 84 MRI 534 AC 87.6%

Kim et al. (109) (2018) Spondylitis 2D CNN 161 MRI 3,489 AC 80.2%

Ma et al. (110) (2020) Spinal cord injury 2D CNN 1,500 MRI 5,000 PR 88.6%

MSL, metastatic spinal lesions; SSM, spinal schwannoma and meningioma; LSTM, long short term memory network; CNN, convolutional 
neural network; FCN, fully convolutional network; MRI, magnetic resonance imaging; CT, computed tomography; NA, not available; CMAE, 
circular mean absolute error; IoU, intersection over union; DC, dice coefficient; FP, false positive; AC, accuracy; PR, precision; RRMSE, 
relative root mean squared error; SE, sensitivity; B, https://pan.baidu.com/s/1z9ipKpy0H09ceZtBDaJ09Q#list/path=%2F.
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Figure 12 Diagnosed diseases of spine images by DL. (A) Scoliosis. (B) Foraminal stenosis. (C) Metastatic spinal lesions, arrows indicate 
areas of metastatic spinal lesions. [Reproduced with permission in Figure 1 in Ref. (120)]. (D) Spinal stenosis. [(A) is derived from Blausen 
0785 Scoliosis 01by BruceBlaus, used under Creative Commons Attribution Share Alike 3.0 Unported (CC BY-SA 3.0). (A) is licensed 
under CC BY-SA 3.0 by Biao. Source: https://commons.wikimedia.org/wiki/File:Blausen_0785_Scoliosis_01.png. (D) is derived from Spinal 
Stenosisby BruceBlaus, used under CC BY-SA 3.0. (D) is licensed under CC BY-SA 3.0 by Biao]. Source: https://commons.wikimedia.org/
wiki/File:Spinal_Stenosis.png. DL, deep learning.

stenosis through a CNN semantic segmentation followed 
by delineating four regions, including IVDs, posterior 
element, thecal sac, and the area between anterior and 
posterior vertebrae elements in MRI images. Gaonkar  
et al. (117) adopted U-Net to segment discs on 100 sagittal 
MRI images and then analyzed changes in the lumbar spinal 
canal in terms of age, gender, and height. To evaluate the 
diagnostic agreement between DL and 2 experts, Won  
et al. (116) adopted CNN as the classifier in the grading of 
spinal stenosis on labelled axial MRI images, reporting an 
agreement accuracy of 75% and no statistical significance 
between the automatic the classifier and the human analyzer 
was observed. (II) Intervertebral foramen stenosis: For 

realizing early diagnosis and comprehensive evaluation, 
Han et al. (118) studied the pathology of lumbar foraminal 
stenosis through the location and grading of a neural 
foramen in terms of multiple goals, multiple scales, and 
multiple tasks. (III) IVD herniation: Staartjes et al. (125)  
used postoperative pain scores to train a preoperative 
clinical prediction model and then predict postoperative 
back pain in patients with lumbar disc herniation. Their 
model was not limited to the image features; class 
definitions and pathologies that existed in the written 
reports of radiologists were also chosen to train the DL 
model and generate the automatic diagnosis report for the 
central canal and neural foramina (119).
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Figure 13 A schematic diagram of measuring Cobb angle method (123). Cobb angle α involves measuring the angle between the endplate 
tangents of the upper and lower vertebrae. 0°<α≤10°, 10°<α≤20°, 20°<α≤40°, α>40° are defined as spine curve, mild scoliosis, moderate 
scoliosis, and severe scoliosis (111), respectively. [Note: The figure is adapted from Fig. 3 in Ref. (111)].

Few DL methods have been developed for the diagnosis 
of spinal cancer. Metastatic cancer is the most common 
malignant tumor in the spine, but the primary tumor 
location is unknown for approximately 30% of patients 
(61,126). To address this problem, Lang et al. (61) proposed 
to learn the temporal changes in dynamic contrast-enhanced 
MRI with convolutional LSTM network, which achieved 
slightly better accuracy (0.81) of metastases origination 
than that of the compared best radiomics method (0.79). 
Chmelik et al. (120) adopted the deep CNN and proposed 
medial axis transform based on the random forest to 
simplify the shape of the segmented lesion area, which 
solved the problem of distinguishing soluble and sclerosing 
metastatic lesions.

In summary, the accuracy of diagnosis can be improved 
with DL, and studies have shown that the accuracy of DL 
is similar to that of human analysis. Although the diagnosis 
of scoliosis and spinal degenerative diseases has been 
studied well, the use of DL for diagnosing spinal cancer DL 
remains under-explored.

Other applications
In addition to applications mentioned earlier, DL has been 
extended to other spine image analyses (62,127-129) (Table 5).

In the automated quantitative measurement of the spine, 
Pang et al. (128) adopted the cascade amplifier regression 
network to measure the vertebral body height and IVD 
height, where the body height was valuable for assessing the 

Table 5 Overview of papers using deep learning in other applications that are related to spine image analysis

Author Task Method Subjects Modality Images Metric Value

Liu et al. (62) (2019) Spine tracking 2D SNN 47 DVFI 14,000 ME 0.5°

Han et al. (127) (2021) Report generation 2D GAN 253 MRI NA AC 96.5%

Pang et al. (128) (2019) Measurement 2D CARN 235 MRI NA ME 1.22±1.04 mm

Shen et al. (129) (2021) Measurement 2D CNN 120 MRI NA IoU 92.2%

Schwartz et al. (130) (2021) Measurement 2D CNN 816 X-ray NA DC 95.1% 

Korez et al. (131) (2020) Measurement 2D CNN 55 X-ray NA ME 1.2°

Esfandiari et al. (132) (2018) Pose estimation 2D CNN 100 X-ray NA ME 1.93°±0.64°

Lee et al. (133) (2020) Prediction of BMD 2D CNN 334 X-ray NA AUC 0.74

Yasaka et al. (134) (2020) Prediction of BMD 2D CNN 183 CT 1665 AUC 0.97

Pesteie et al. (135) (2019) Data augmentation 2D Auto-Encoders 20 US 16,850 AC 92%

BMD, bone mineral density; CARN, cascade amplifier regression network; CNN, convolutional neural network; GAN, generative adversarial 
network; DVFI, digitalized video fluoroscopic imaging; US, ultrasound; MRI, magnetic resonance imaging; CT, computed tomography; 
DC, dice coefficient; NA, not available; AC, accuracy; AUC, area under curve; IoU, intersection over union; ME, mean error; SNN, siamese 
neural network.
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risk of vertebral fractures and disc height decreased with 
the IVD degeneration. Other quantitative measurements, 
including pelvic incidence, pelvic tilt, and sacral slope, were 
evaluated with CNN by Korez et al. (131) and Schwartz  
et al. (130).

People with high-risk osteoporosis may be alerted as 
early as possible if bone mineral density can be accurately 
predicted (133). Yasaka et al. (134) exploited CNN to 
predict bone mineral density of lumbar vertebrae. The 
predicted density values from unenhanced abdominal CT 
images were significantly correlated with those values 
obtained with dual-energy X-ray absorptiometry (134). To 
compare the performance of different prediction models, 
Lee et al. (133) used 4 feature extraction models (AlexNet, 
VGGnet, Inception-V3, and ResNet-50) and 3 classification 
algorithms (Support vector machine, K-nearest neighbor, 
and random forest) to predict bone mineral density from 
spine X-ray images, and concluded that the combination 
of VGGnet for feature extraction and random forest for 
classification yielded the best overall performance.

Effects of different modalities in DL methods
Image modality plays an important role when devising a 
solution strategy for medical images. In this section, we 
discuss the effects of different modalities on various DL 
methods in image analysis applications for the spine.

Ultrasound is one of the most used imaging modalities 
due to its non-ionizing radiation and cost-effectiveness (136).  
However, ultrasound images are of low imaging quality 
due to speckle noise and reverberation artifacts (137). 
This problem can be alleviated by employing multi-scale 
and multi-directional image features (137). For example, 
multi-scale Hadamard features can be combined with 
convolutional feature maps for automatic localization of 
epidural needle insertion (137,138).

In the clinical examination of scoliosis, X-ray is regarded 
as the gold standard (139) and Cobb angle has been widely 
employed in the diagnosis decisions (112). Therefore, X-ray 
images are often used to automatically measure the Cobb 
angle (95,113).

Low spatial resolution is a common problem of CT. 
Before training of the network, CT images need to be pre-
processed, such as improving image contrasts, by setting the 
appropriate window width and level (45,69,140) or utilizing 
contrast adaptive histogram equalization (71,107).

For MRI, the image intensity gradually varies within the 
single target, resulting in the poor performance of many 
pixel intensity-based methods. For example, intensities in 

magnetic resonance (MR) images are non-uniform due 
to the non-uniformity of the radio-frequency coil. Pre-
processing for non-uniformity correction is considered 
necessary when the image is fed into the network, including 
N3 bias field correction and DL-based nonuniformity field 
correction (141,142). In addition, MRI has a variety of 
imaging sequences, such as T1-weighted, T2-weighted, and 
functional MRI (143). Since the contrast and information 
of the sequences are different, cross-modal convolution 
can effectively pool this complementary information and 
improve the accuracy of DL methods (143-145).

Ethical issues and privacy

The DL spine image analysis methods are not only 
employed in medical research but have also been approved 
by the Food and Drug Administration (FDA) of the United 
States and commercialized by companies such as Aidoc (146).

Commercialization raises ethical and privacy concerns. 
The first issue is decision-making accountability. If the DL 
algorithm makes a mistake, who is to blame: the radiologist 
operating the commercial product or the manufacturer of 
the product? Another issue is patient privacy protection. In 
general, leakage of patients’ privacy will not only damage the 
reputation of patients and cause mental stress to individuals, 
but also may cause economic losses (147). For example, after 
private medical data is leaked, the patient may be distressed by 
the potential of others knowing or even misusing their medical 
information. Patient long-term care insurance premiums 
may subsequently rise, and insurance companies may directly 
refuse to provide life insurance (148). In addition, employment 
discrimination may also occur (147,149). Therefore, it is 
necessary to protect patient privacy in the process of sharing 
and using patients’ data (147,150,151).

Conclusions and outlooks

In spine image analysis ,  DL has been extensively 
applied to the segmentation, detection, diagnosis, and 
quantitative evaluation. It can utilize static or dynamic 
image information and local or non-local information. The 
accuracy rates of DL analysis are almost as high as those 
of doctors and discrepancy between DL and radiologists 
has been shown to be lower than that between different 
radiologists. If these automatic methods can be integrated 
systematically, fully automatic processing could be possible.

However, these DL methods still face challenges, such 
as deficiency of data and interpretability. Privacy concerns 
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make sharing medical data difficult (152). In addition, 
high-quality labelled data is scarce because collection and 
labelling by clinicians is time-consuming (153,154). This 
requires patients’ support and trust in sharing data and 
clinicians’ efforts to collect and label data. In addition, DL 
is often described as “black box medicine” (155), with little 
explanation for why certain features are chosen over others 
during training (156), which hinders the recognition of 
algorithms by clinicians and patients. Therefore, machine 
learning researchers are encouraged to increase the 
interpretability when designing DL models.

To solve these problems, we offer the following 4 
suggestions:

(I) Shared huge datasets are needed.
First, protecting patient privacy during data 

sharing is essential so that patients are less worried 
and more willing to share their data. Personally 
identifiable information, such as names and email 
addresses, should be removed when sharing data 
(148). Another option is to form an authoritative 
steering board with representative patients to 
decide which data requests are allowed, and under 
which circumstances (148).

Second, practitioners in this field are encouraged 
to jointly maintain a public dataset sharing platform 
and integrate datasets of all spine image analysis 
comparisons onto 1 platform.

Furthermore, labelling these images is onerous. 
Therefore, it is necessary to develop an intelligent 
labelling system on this platform. Authorized 
automatic transmission from the picture archiving 
and communication systems (PACS) of the 
hospital to the labelling system, and real-time 
desensitization can save a lot of time to transfer the 
data. The optimal system would have both smart 
segmentation and good visualization functions to 
improve the efficiency of labelling by radiologists.

(II) Reduce the need for training data.
Transfer learning can address the issue of small 

datasets (157). It attempts to transfer knowledge 
from previous tasks (source domain) to a target 
task (target domain), and it is hoped that this 
knowledge can be adapted to new target tasks, 
thereby reducing the dependence on the amount 
of target task data (158). To achieve transformation 
capabilities, the network that is pre-trained in the 
source domain is used as the feature extractor in the 
target domain and fine-tuned with fixed network 

weights (159). Transfer learning is divided into 
cross-domain transfer learning and cross-modal 
transfer learning. Cross-domain transfer learning 
focuses on knowledge transfer across domains, 
and it is required that the training samples have 
sufficient generalization ability to adapt to the 
target domain, such as, models trained on natural 
images may not enough adapt to medical images. 
Cross-modal transfer learning is needed because 
spine imaging modalities are diverse, such as the 
multi-modalities (ultrasound, X-ray, CT, MRI), 
multi-sequences (T1-weighted imaging, T2-
weighted imaging, and functional MRI), and multi-
hospital data collection.

(III) Learning functional information.
Most current DL spine image analysis methods 

focus on structural features. The functional 
information may further expand the scope of 
intelligent analysis and fit for the clinical practice in 
spine diagnosis. For example, magnetic resonance 
hydrography can diagnose whether the nerve 
damage caused by foraminal stenosis is compressed 
or displaced (160). How to use neuroimaging and 
genetic information to intelligently analyze the 
innervation area to track the origin of spinal cord 
tumors is worth exploring. For MRI, perfusion 
(161), water-fat separation (162), and metabolic 
concentration (163) may improve the accuracy of 
diagnosing and predicting diseases such as tumors 
and IVD degeneration (164).

(IV) Improve the interpretability of networks.
For machine learning researchers, combining the 

logical reasoning capabilities of other models with 
DL may be a solution. For example, the Bayesian DL 
model can use the perception ability of neural networks 
and the logical inference ability from the probabilistic 
graphical model (156), which can improve model 
interpretability (165). Another promising technique, 
called algorithm unrolling, was developed and can 
connect traditional iterative algorithms (such as those 
used for sparse coding) to neural network architectures 
(166). The unrolled network naturally inherits prior 
knowledge from iterative algorithms, and is thus no 
longer purely data-driven.

Summary

Reliable, intelligent, and interpretable DL spine image 



Qu et al. DL in spine image analysis: a review3472

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2022;12(6):3454-3479 | https://dx.doi.org/10.21037/qims-21-939

analysis requires the long-term efforts of machine learning 
researchers and clinicians and also the trust and support of 
patients. Perseverance from all parties will help to make DL 
available and widely accepted in clinical practice.
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Supplementary

Step 1: Log in to the official website of PubMed.

Step 2: Use "deep learning" + "spine" as keywords to search in the title or abstract of the literature.

Step 3: Select the search time as January 1, 2015 to March 20, 2021.

Step 4: Literature selection and download.

Step 1: Log in to the official website of PubMed. (https://pubmed.ncbi.nlm.nih.gov/)
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