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Background: Lack of intuitiveness and poor hand-eye coordination present a major technical challenge in 
neurosurgical navigation.
Methods: We developed an integrated dexterous stereotactic co-axial projection imaging (sCPI) 
system featuring orthotopic image projection for augmented reality (AR) neurosurgical navigation. The 
performance characteristics of the sCPI system, including projection resolution and navigation accuracy, 
were quantitatively verified. The resolution of the sCPI was tested with a USAF1951 resolution test chart. 
The stereotactic navigation accuracy of the sCPI was measured using a calibration panel with a 7×7 circle 
array pattern. In benchtop validation, the navigation accuracy of the sCPI and the BrainLab Kick Navigation 
Station was compared using a skull phantom with 8 intracranial targets. Finally, we demonstrated the 
potential clinical application of sCPI through a clinical trial.
Results: The resolution test showed that the resolution of the sCPI was 1.3 mm. In a stereotactic 
navigation accuracy test, the maximum and minimum error of the sCPI was 2.9 and 0.3 mm, and the mean 
error was 1.5 mm. The stereotactic navigation accuracy test also showed that the navigation error of the sCPI 
would increase with the pitch and yaw angle, but there was no obvious difference in navigation errors caused 
by different yaw directions, which meant that the navigation error is unbiased across all directions. The 
benchtop validation showed that the average navigation errors for the sCPI system and the Kick Navigation 
Station were 1.4±0.8 and 1.8±0.7 mm, the medians were 1.3 and 1.9 mm, and the average preparation 
times were 3 min 24 sec and 6 min 8 sec, respectively. The clinical feasibility of sCPI-assisted neurosurgical 
navigation was demonstrated in a clinical study. In comparison with the BrainLab device, the sCPI system 
required less time for preoperative preparation and enhanced the clinician experience in intraoperative 
visualization and navigation.
Conclusions: The sCPI technique can be potentially used in many surgical applications for intuitive 
visualization of medical information and intraoperative guidance of surgical trajectories.
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Introduction

Neuronavigation provides indispensable guidance in modern 
neurosurgery (1-3). Most of the existing neuronavigation 
systems are frameless systems equipped with monitors for 
visualizing intraoperative and preoperative images. Although 
some of these systems are able to achieve a navigation 
accuracy of about a couple of millimeters (4,5), their 
monitor-based interface design suffers multiple drawbacks, 
such as lack of sufficient intuitiveness and requirement for 
hand-eye coordination of surgical operators (6).

The emerging technology of augmented reality (AR) 
provides an intuitive and user-friendly interface for 
neurosurgical navigation (7-9). The AR-based surgical 
navigation technique effectively merges virtual images with 
actual scenes for immersive display of the fused images at the 
surgical site in real time through a variety of methods, such as 
semi-transparent mirrors, head-mounted displays, and digital 
projectors. AR-guided neurosurgery was first demonstrated 
in 1997, when a semi-transparent mirror was used to 
superimpose the preoperative magnetic resonance images with 
the surgeon’s field of view (FOV) for neuronavigation (10).  
Although the technique has improved with time (11), the 
presence of the transparent mirror limits the achievable FOV 
and impedes the surgeon’s intervention. To reduce the device 
interference in clinical interventions, a variety of wearable 
AR devices, such as head-mounted binocular glasses (12) and 
Microsoft HoloLens (13), have been explored recently. These 
wearable AR devices only provide the immersive display to the 
person who wears them, and long-term use of these devices 
may cause nausea, dizziness, or other discomfort, which may 
eventually affect the clinical intervention (14). Various image-
to-patient registration methods in surgical navigation have 
also been proposed (15-17).

Projection-based surgical navigation has the potential to 
overcome the existing limitations of AR navigation by direct 
projection of medical images to the surgical field without any 
monitor or wearable display (18-22). This technique displays 
medical information and intraoperative guidance intuitively 
to the entire surgical team so that clinicians are able to 
identify target lesions, discuss surgical plans, and carry out 
interventions without being distracted or switching their 
sight between the surgical site and the external monitor. 

Krempien et al. developed a binocular camera and projector 
system for interstitial brachytherapy (23). Gavaghan 
et al. developed a portable image overlay system for 
projecting the planned data during open liver surgery (24). 
Besharati Tabrizi et al. examined a commercial projector 
for neurosurgery navigation (25). In these works, before 
navigation, the projector was registered to the surgical frame 
of reference by manual adjustment of its position to match 
those of the fiducial markers.

Despite many encouraging research and development 
efforts, the field of AR navigation is still in its infant stage 
with many present drawbacks. For example, the fixed 
navigation system above the patient makes it difficult to meet 
all the navigation needs in various surgical scenarios (23). 
The stability and reliability of handheld projector systems 
depends on other navigation systems (24). Registration 
by manually fine-tuning the position of the projector 
requires substantial time and effort and its accuracy is 
operator dependent (25). Further, no report is available 
yet for quantitative assessment of achievable resolution by 
AR navigation. Therefore, it is still uncertain whether AR 
navigation can differentiate relevant anatomic structures 
with sufficient accuracy, typically sub-centimeter, to support 
appropriate surgical guidance (26). Furthermore, no report 
is available for performance comparison between an AR 
navigation device and a monitor-based navigation device. 
The “parallax error” that will cause navigation error in AR 
navigation also needs to be solved (27).

To address the above unmet needs in AR navigation, 
we designed an integrated dexterous stereotactic co-axial 
projection imaging (sCPI) system and demonstrated its 
clinical utility in neurosurgery. The sCPI system hardware 
consists of a camera and a projector co-axially aligned on 
the same optical path and mounted on a tripod. The system 
software enabled automated patient tracking and image-to-
patient registration. Commonly used surgical navigation 
systems, such as BrainLab, require multiple “clicks” on the 
patient’s body surface with a navigation stylet to complete 
registration. In comparison, image-patient registration for 
the sCPI system required no navigation stylet but analysis 
of only a few photographs of markers acquired by the 
system’s coaxial camera. Our benchtop verification tests 
showed favorable navigation capabilities with a display 
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resolution of 1.3 mm and a navigation accuracy of 1.5 mm. 
Our phantom validation tests showed that the sCPI system 
had an operational accuracy comparable to that of the Kick 
Navigation Station (BrainLab, Germany), but was more 
dexterous and required shorter preparation time. Our clinical 
trial successfully demonstrated the clinical utility of the sCPI 
system in intraoperative visualization and neurosurgical 
navigation. To the best of the authors’ knowledge, this is the 
first clinical study that evaluates the utility of projective real-
time AR-based neurosurgical navigation. We present the 
following article in accordance with the GRRAS reporting 
checklist (available at https://qims.amegroups.com/article/
view/10.21037/qims-21-1144/rc).

Methods

The composition and principle of the sCPI neuronavigation 
system were introduced, and the sCPI system was 
quantitatively characterized by benchtop and phantom 
validation. Moreover, a clinical trial was conducted on 
a meningioma surgery to verify the clinical feasibility of 
the sCPI system. The study was conducted in accordance 
with the Declaration of Helsinki (as revised in 2013). The 
study was approved by the Ethics Committee of the First 
Affiliated Hospital of University of Science and Technology 
of China (approval ID: 2020KY218) and informed consent 
was taken from all individual participants. 

sCPI system

The sCPI system, as shown in Figure 1, was a purpose-
designed optical system for surgical navigation based on 
orthotopic projection, where the camera and projector were 

aligned at conjugate positions.
The system consisted of a near infrared (NIR) camera, a 

projector, a beam splitter, and an 850 nm NIR light source 
for marker illumination that is invisible to the naked eye, 
as shown in Figure 1A. The brightness of the projector was 
50 lumens. The FOV of the projector was 97 cm × 54 cm at 
the working distance of 2 m. The pixel density conversion 
was also required between the camera and the projector. 
The entire sCPI system had a volume of 30 cm × 25 cm × 
15 cm, and could be installed on a tripod-like bracket as 
shown in Figure 1B.

A laptop was connected with the sCPI system for data 
processing, and a reference array with fiducial markers 
installed on a cardan holder was utilized for the sCPI system 
localization.

sCPI-assisted neuronavigation

In neuronavigation, the steps of using the sCPI system 
included three-dimensional reconstruction, image-
to-patient registration, and intraoperative projection 
navigation. After the patient underwent a medical imaging 
scan, 3D models containing brain tumor and incision plans 
were generated with 3D Slicer (28) and then imported into 
the sCPI system. After the image-to-patient registration, 
the sCPI system constantly localized itself relative to the 
patient by optical tracking, and 2D projections of the 3D 
model in specific views were generated and projected in situ 
by the sCPI system. Custom code and OpenCV (29) were 
also used in this process.

Image-to-patient registration
To project the navigation information to the appropriate 

NIR light source

Beamsplitter

Camera

25 cm 30 cm

15 cm

Projector

A B

Figure 1 Projective AR neuronavigation of the sCPI system. (A) Patterns of surgical target are projected to the patient’s surface for surgical 
navigation; (B) tripod-mounted sCPI system. NIR, near infrared; AR, augmented reality; sCPI, stereotactic co-axial projection imaging.
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location on the patient’s surface, image-to-patient registration 
was required. Image-patient registration was the process of 
calculating the transformation matrix P of the patient with 
respect to the reference frame in the real space. Figure 2 
illustrated the coordinate systems and the transformation 
matrices during the registration and navigation.

Coordinate systems with and without superscript’ 
referred to the coordinate system of the same subject in 
virtual space and in real space, respectively. The process 
of registration first calculated the transformation matrix of 
the patient Ap, and the transformation matrix the reference 
frame Ar with respect to the sCPI.

( ) ( ) ( ), , , ,ref ref refq u v MA R T Q x y z=  [1]

( ) ( ) ( ), , , ,pt pt ptq u v MA R T Q x y z=  [2]

[ ], ,1 Tq u v=  represents the homogeneous coordinates 
in the camera’s image coordinate system {O}cam, where u 
and v are horizontal and vertical coordinate, respectively.  

[ ], , ,1 TQ x y z=  are the homogeneous coordinates in the 
reference or patient coordinate systems ({O}ref and {O}pt).  
Qpt is known from the reconstructed 3D model, and Qref 
is known from the design of the reference frame. M is the 
camera intrinsic parameter matrix, which is calculated 
by camera calibration and only depended on the camera 
hardware. A=[R,T] is the coordinate transformation 
matrix, where R represents coordinate rotation and T 
represents coordinate translation. M, Q were known prior 
to registration. After q was extracted from images captured 
by the sCPI, A was solved iteratively with the Levenberg-
Marquardt method (30). Finally, we got the patient-to-

reference transformation matrix P:

1
ref ptP A A−=  [3]

After calculating P, the image-to-patient registration 
was completed by setting the position of the patient in the 
virtual space, i.e., P'=P.

sCPI navigation
After the image-to-patient registration, the sCPI would be 
moved to the appropriate position in order to eliminate the 
effect of parallax error. When moving the sCPI system, the 
reference frame of known size was localized in real time 
by the calibrated camera, i.e., Aref in Eq. [1] was solved in 
real time. In the virtual space, Aref' and Aref were kept equal, 
which meant that the positions of the virtual camera and the 
sCPI were always the same. Virtual images of the surgical 
targets at the current view angle and distance, which 
was conjugate to the patient surface, could be generated 
on the virtual camera sensor plane. Real-time projected 
surgical navigation was achieved by projecting the targets’ 
images taken by the virtual camera in the virtual space 
onto the patient’s surface in the real space by the sCPI’s 
projector. Thanks to the coaxial optics design of the sCPI 
system, {O}proj was equivalent to {O}cam, which meant that 
additional camera-projector registration was not required. 
Immediately after the registration, patterns of targets were 
projected to the patient’s surface, where surgical targets and 
planned incision could be viewed intuitively.

Parallax error
The projection AR neurosurgery navigation system had 

P'(R,T) P (R,T)
A'r (R,T) Ar (R,T)

Ap (R,T)

{O'}pt {O}pt

{O'}ref {O}ref

{O'}cam

Virtual space

Virtual camera sCPI

Reference Reference

Real space

{O}cam

{O}proj

Figure 2 The principle of the registration and navigation of the sCPI system. sCPI, stereotactic co-axial projection imaging.
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the problem of parallax error. If the tumor was deep in 
the brain, the projected pattern of the tumor on the body 
surface would move with movement of the projector, even 
though the projected pattern always pointed to the tumor. 
So the true position of the tumor could not be judged by 
the projected pattern on the body surface, which could 
cause ambiguity for surgical guidance. To eliminate parallax 
error, a procedure was adopted whereby the sCPI host was 
moved until the projected target and the projected incision 
coincided, as shown in the Figure 3. The center of the 
incision and the tumor model could be projected to assist in 
this coincidence process.

After the parallax correction, the position of the sCPI 
was fixed during surgical navigation and always provides 
projected optical navigation. The obstruction of markers 
would not affect the accuracy of surgical navigation. The 
surgeon could excavate according to the position prompted 
by the projection until the tumor was exposed, since the 
projection light path and the surgical path were coincident.

Performance characterization

AR display resolution, the coaxial degree of the sCPI’s 
camera and projector and stereotactic guidance accuracy 
of the sCPI system were tested to verify its capability in 
neurosurgery navigation.

The sCPI’s minimum projected line width, which was 
the width of the finest structure that a projector could 
project, was measured at the working distance of 2 m. 

The USAF1951 resolution test image was projected on a 
white board ensuring that the width of largest square was  
10 mm, as shown in the Figure 4A. The projected pattern 
was captured by a camera (resolution of 6,000×4,000) 
adjacent to the sCPI host, and analyzed using ImageJ (31) 
by plotting the variation of intensity value of the finest 
unambiguous element, as shown in the Figure 4B.

To measure the coaxial degree of the sCPI, we mounted 
another high-resolution digital camera next to the system. 
We used the sCPI’s camera to capture a chessboard, and 
then used the sCPI’s projector to project the captured 
image onto a whiteboard at the original location. The 
other camera was used to capture the placed chessboard 
and the projected checkerboard grid separately. The coaxial 
degree of the sCPI system was then obtained by comparing 
the captured images after the perspective correction 
and converting the pixel units to millimeter units. The 
experiment was repeated three times at working distances of 
1.5, 2, and 2.5 m, respectively.

In order to achieve stereo positioning and projection, 
it was necessary to calibrate the camera and the projector 
of the sCPI system. The camera was calibrated by Zhang’s 
method (32) with MATLAB (MathWorks. Inc., US). The 
complex projector calibration was simplified by directly 
using the camera’s intrinsic parameters thanks to the co-
axial settings of the camera and projector.

To verify the stereotactic navigation accuracy of the sCPI 
system, a circle array pattern as the target was projected to 
the back of a calibration panel, as shown in the Figure 5A.

The printed circular array pattern on the front of the 
calibration panel was the ground truth, and the panel could 
be turned over for unambiguous recording of the projected 
circular array pattern as the test group. After registration 
on the z axis, the sCPI system was moved within a distance 
range of 1.5 to 2.5 m, and a pitch and yaw angle of  
30 degrees relative to the calibration panel. A fixed-
position camera was used to record the images of the two 
groups. The test process was repeated three times, and then 
centers of circles in the images recorded were extracted 
by MATLAB after image rectification. By calculating 
the circles’ mean deviation between the two groups, we 
obtained the navigation error of the sCPI system under 
various working distance and orientation.

Benchtop validation

The sCPI system was compared with the BrainLab Kick 
Navigation Station on a 3D printed skull phantom. To 

Projected incision

Projections not coincident

Projections coincident

Projected tumor Tumor

Figure 3 Procedure of eliminating parallax error by moving the 
sCPI system until the projected tumor and projected incision 
coincide. sCPI, stereotactic co-axial projection imaging.
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Figure 4 Resolution test using a United States Air Force 1951 resolution test chart. (A) Image of projected target; (B) the intensity variation 
of the ROI along the dashed line from group 2, element 5 of the pattern. ROI, region of interest.
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Figure 5 Stereotactic projection error test. (A) The sCPI system projects to CP from the various positions within the pitch and yaw angle 
of 30 degrees; (B) the 3D scatter plot of the projection error of the stereotactic projection error test. sCPI, stereotactic co-axial projection 
imaging; CP, calibration panel.

simulate different surgical targets at different possible 
positions during the surgery, 8 targets distributed in various 
parts of the cranium were designed. The experiment was 
completed in a neurosurgery operating room, after the 
phantom was immobilized via a DORO head holder and 
immobilized during the entire experiment. 

After the registration of sCPI, we measured the distance 
between each target projected by the sCPI system and 
the corresponding intracranial target center using a 
millimeter ruler as the navigation error of the sCPI system. 
By placing the tip of the navigation stylet at the center of 
the intracranial target after the Kick Navigation Station’s 
registration, the navigation error (in pixel units) of the 
Kick Navigation Station could be derived by analyzing the 
distance between the tip of the stylet and the center of the 
intracranial target on the screen. The pixel-to-distance 

conversion was done by using a standard cube with 5 cm 
dimension within the phantom.

The preparation time for the sCPI system was compared 
with that of the Kick Navigation Station. For both systems, 
the time recording started when the power-on button was 
pressed and ended when the registration was done and the 
navigation information was displayed. The registration of 
Kick Navigation Station required multiple clicks on the 
patient’s body surface with a navigation stylet. The sCPI 
system’s registration required no navigation stylet but 
analysis of only a few photographs of markers. The time of 
parallax correction for the sCPI system was also included.

The above tests were repeated three times on both the 
sCPI system and the Kick Navigation Station and the 
operations were performed by the same neurosurgeon in 
order to eliminate operator-induced variations.
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Clinical trial

To verify the clinical feasibility of the sCPI system for 
neurosurgery navigation, we conducted a pilot clinical 
trial with a single subject. The study was approved by 
The Ethics Committee of the First Affiliated Hospital of 
University of Science and Technology of China (approval 
ID: 2020KY218) and informed consent was taken from 
all individual participants. The inclusion criteria for the 
study were patients with a brain tumor requiring surgical 
resection, whose physical condition met the experimental 
requirements, and who had not previously undergone brain 
surgery. Among suitable candidates, we randomly selected 
a 56-year-old man with meningioma, who underwent a 
contrast-enhanced, T1-weighted MRI scan (GE Medical 
System, Discovery MR750w), and whose images were 
segmented and reconstructed. The patient underwent tumor 
resection operation under the guidance of the sCPI system. 
Before the surgery, the sCPI system and the reference array 
were sterilized to satisfy operation requirements.

Results

Performance characteristics

The finest clear element of projected USAF1951 pattern 
was element 5 of group 2, as shown in the Figure 4, which 
meant the minimum projected line width of the sCPI 
system was 1.3 mm. This implied that the sCPI system was 
sufficient to characterize sub-centimeter structure in clinical 
images. For camera calibration, the mean re-projection error 
was 0.1331 pixels considering tangential distortion, skew, 
and the second order of radial distortion coefficients. The 
average coaxial errors were 0.4±0.1, 0.5±0.2, 0.7±0.3 mm  
at working distances of 1.5, 2, and 2.5 m, respectively. 

In order to illustrate the error distribution of different 
navigation positions, a 3D scatter plot was drawn as shown 
in Figure 5B.

The maximum and minimum error of the sCPI system 
were 2.9 and 0.3 mm when the sCPI system was located 
at distances of 2.5 and 1.5 m, respectively, and the mean 
error was 1.5 mm. It can be seen from the scatter plot that 
when the angle between the optical axis of the sCPI system 
and the Z axis was 0, the average error was smaller than at 
larger angles (1.1±0.7 mm at 0° and 1.6±1.3 mm at angle of 
30°). This indicated that the navigation error of the sCPI 
system would increase with the pitch and yaw angle. After 
our analysis, there was no obvious difference in navigation 
errors caused by different yaw directions, which meant that 
the navigation error is unbiased across all directions.

Benchtop validation

The sCPI system and the Kick Navigation Station were 
conducted for phantom navigation experiments at the same 
time, as shown in Figure 6.

The average preparation time of the sCPI system and the 
Kick Navigation Station were 3 min 24 sec and 6 min 8 sec 
respectively. Box plot (Figure 7) of navigation errors showed 
that the errors of both navigation systems were within  
3 mm.

The average errors of the sCPI system and the Kick 
Navigation Station were 1.4±0.8 and 1.8±0.7 mm, and the 
medians were 1.3 and 1.9 mm, respectively. It could be 
seen that the average and median errors of the sCPI system 
were smaller than those of the Kick Navigation Station 
system, however these differences were not statistically 
significant (P>0.05). Taken together, compared with the 
Kick Navigation Station, the sCPI system had the similar 

A BBrainLab Kick Navigation Projected patterns

Standard cube

Figure 6 Benchtop validation. (A) Measuring the BrainLab navigation error; (B) target projection by the sCPI system. This image is 
published with the participants’ consent. sCPI, stereotactic co-axial projection imaging.
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navigation accuracy with shorter preparation time.

Clinical trial

The MRI image (Figure 8A) showed a tumor measuring  
1.7 cm × 1.0 cm on the top left side of the brain. The  
Figure 8B showed that the reconstructed target was 
projected on the dura mater for surgery guidance.

The operation lasted for 3 h, and the time taken to 
prepare the sCPI system was 4 min. The interference of 
the sCPI system to the surgery was quite limited since no 
manual operation was required for registration, and there 
was no need to replace the scalpel with a navigation stylet 
for intraoperative navigation. The operation went smoothly, 
and a total of about 2.5 cm × 2.5 cm of tissue was removed, 
with about 100 mL bleeding during the operation and no 
blood transfusion. Pathological results showed that the 

tumor was a transitional meningioma of WHO grade I.

Discussion

AR neuronavigation system

The sCPI system has a portable and stable body consisting 
of a camera and projector, providing practical, flexible, 
and affordable projection-based AR surgery navigation 
equipment. Since the camera and projector are co-axial, 
neither extra projector calibration nor camera-projector 
coordinate transformation are required. The sCPI system 
is also low-cost, as the key components of the sCPI system 
include a NIR camera, a projector, a NIR light source and a 
laptop, with the total cost equaling about 4,000 US dollars. 
The color projected by the projector can be adjusted in order 
to achieve the best visualization contrast in different clinical 
scenarios. We can further optimize the sCPI hardware by 
introducing a brighter laser projector and selecting a better 
matched camera and projector to reduce performance loss in 
pixel density conversion. In the clinical trial, the sCPI system 
has successfully assisted clinicians in localizing tumors 
during surgery, indicating its potential clinical value that can 
be further validated by larger scale clinical trials.

As mentioned above, projected AR navigation has a 
problem of parallax error. The position of the projected 
pattern is determined by the intersection of the body 
surface and the connecting line between the projector and 
the target. Therefore, when the targets are deep in the 
brain, the projected pattern is more likely to be affected by 
the movement of the projector, while the targets closer to 
the body surface will be less affected. Here we minimize the 

A B

Projected tumor

Figure 7 Box plot of the two navigation systems’ error of the 
benchtop validation. sCPI, stereotactic co-axial projection imaging.

Figure 8 Clinical trial of the sCPI system. (A) Patient’s magnetic resonance image; (B) tumor projected on the dura mater. sCPI, stereotactic 
co-axial projection imaging.
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impact of the parallax error by adding the step of moving 
the sCPI system until the projected tumor coincides with 
the projected incision. After the sCPI system is placed in the 
correct position, unambiguous guidance is provided for the 
surgery. Currently, the parallax correction process is carried 
out manually by the operator. In the future, this process can 
be operated automatically by mounting the sCPI system on 
a robotic arm.

Navigation accuracy

In terms of the navigation error, our benchtop experiment 
showed no significant difference between the sCPI system 
and the Kick Navigation Station. However, the sCPI 
system required less time for preparation, was relatively 
smaller, and could be easily carried or even integrated into a 
robotic arm for automatic navigation. Since the navigation 
information was projected on the patient without need 
for screen display, a battery-powered sCPI system can 
be potentially deployed in low resource settings where 
electrical power is unavailable.

The classification of neurosurgery navigation error 
was discussed in detail by Wang (33). Errors were divided 
into two categories, the first was caused by the anatomic 
structures’ differences between the image space and the 
patient space, and the second was caused by transformation 
errors between patient space and image space during the 
surgery. The second type of error was largely influenced 
by the navigation system. For the sCPI system, the camera 
resolution and camera calibration accuracy were key factors 
that affect the navigation error.

The resolution of the current camera is 1,280×1,024, 
and it can be expected that a higher-resolution camera has a 
better ability to distinguish markers and can obtain a higher 
navigation accuracy. The accuracy of camera calibration is 
affected by the distortion of the camera lens, and distortion 
largely depends on the focal length of the lens. A telephoto 
lens means smaller distortion (higher calibration accuracy) but 
a smaller FOV, and vice versa for a wide-angle lens. In order to 
balance the competing requirements between lens calibration 
and FOV, the sCPI system uses a 12-mm focal length lens. To 
meet different surgical navigation scenarios, a lens with higher 
calibration accuracy or a larger FOV can be selected.

Further study

In the current work, we used a single clinical case to 
demonstrate the clinical utility of an integrated dexterous 

sCPI system for AR neurosurgical navigation. In this 
proof-of-concept study, the clinical performances of the 
sCPI system and the Kick Navigation Station were not 
compared objectively due to many sources of variation 
such as brain shift (34) during the surgery. In the future, 
further benchtop validations and larger scale clinical trials 
are needed in order to collect sufficient data for quantitative 
validation of the sCPI system’s clinical utility. In this 
work, instead of meticulously quantifying registration 
and projection errors separately, we characterized the 
overall navigation error, which could better demonstrate 
the performance of the system in real scenarios. In future 
work, individual assessment and analysis of each error will 
be carried out. The information displayed by the sCPI is 
limited to the preoperative MRI or CT data, but the future 
of neuronavigation lies in multi-modal image information 
fusion (35,36), since preoperative data can’t compensate 
for brain shift during the operation, which will cause non-
negligible navigation error. The co-axial designed system 
has great potential to be combined with intraoperative 
fluorescence imaging (37), and this multimodal AR 
neuronavigation is a direction for our future work.

In this study we presented an integrated dexterous sCPI 
system for AR neurosurgical navigation. The system featured 
automatic registration and multi-angle real-time orthotopic 
image projection, and reduced the problem of parallax 
error during the AR image-guided surgery. Our benchtop 
experiment showed that the average navigation errors of 
the sCPI system and Kick Navigation Station were 1.4±0.8 
and 1.8±0.7 mm, and the average preparation times were 
3 min 24 s and 6 min 8 s, respectively. Our Clinical study 
demonstrated the technical feasibility of the sCPI system 
in surgical navigation and points to its clinical potential for 
intraoperative visualization. The sCPI technique can be 
potentially used in many surgical applications for intuitive 
visualization of medical information and intraoperative 
guidance of surgical trajectories.
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