
Page 1 of 7

© Journal of Laboratory and Precision Medicine. All rights reserved. J Lab Precis Med 2017;2:78jlpm.amegroups.com

Introduction

In 2014 a conference on quality specifications in Milan 
resulted in a consensus statement (1) that was based on the 
previous Stockholm consensus of 1999 (2). There were 
some developments acting as incentives for the Milan 
conference. Most important were the requirements of 
ISO 17025 and 15189 standards that laboratories should 
routinely provide the measurement uncertainty (MU) of the 
results, and recent comments on the total error (TE) theory 
stating that it contained flaws (3). It was acknowledged 
during the Milan conference that many issues including 
total analytical error methods remain unresolved and 
needed further development. An EFLM Task and Finish 
Group on Total Error was established for that purpose. 

Performance specifications set limits for a test to establish 

whether this test is acceptable for routine use. Different 
specifications are needed for diagnosis and monitoring. 
This also includes optimum goals that may be unachievable 
by current state-of-the-art procedures. It is vital to obtain 
a tool for defining the ideal specifications without the 
influence of the state-of-the-art analytical quality, as this 
will set a goal for manufacturers.

One might wonder why more than 50 years after Tonks’ 
proposal—that the maximum permissible imprecision 
should be less than one quarter of the reference range—the 
discussion of performance specifications still has not ended. 
It is only part of the challenge to calculate the uncertainty 
of a test, be it by using a model based on the MU paradigm, 
or a model based on the TE theory (as the TE can also be 
considered as a measure of uncertainty of the test result). 
However, a bigger challenge is to define the limits of 
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acceptability of the analytical quality, or the performance 
specifications. Some of the issues that remain subject for 
dispute in this field are reviewed and commented here. 

The Milan performance specifications

Following the Milan conference, criteria were formulated 
to assign measurands to appropriate models (or principles) 
for analytical performance specifications (4). The preferred 
performance specification model is based on clinical needs. 
This seems to be the most logical and obvious principle. It 
should be acknowledged, however, that this model can only 
be applied for a few measurands that have clearly defined 
decision levels (e.g., HbA1c, cholesterol). The second 
principle is based on models that use (components of)  
biological variation and can be applied for measurands 
that are in steady state or can be “transformed” to a steady 
state situation in biological fluids (4). This principle can—
and is—most frequently applied. A third principle is based 
on the state-of-the-art and can be applied in cases where 
models 1 and 2 cannot be used (e.g., tests in urine samples).

TE

Performance specifications are closely linked to the work 
of Westgard. In 1974 Westgard, Carey, and Wold (5) 
introduced the concept of Total Analytical Error to provide 
a quantitative measure for the acceptability of analytical 
performance. Where reference laboratories estimate 
imprecision and bias separately by replicate measurements, 
clinical laboratories routinely measure patient- and quality 
assurance samples only once. According to this concept, 
the total analytical error in these circumstances depends 
on the combined effect of the random and systematic 
errors of the method which is compared to a defined 
allowable- or permissible TE (TE allowable TEa, or 
pTAE). The analytical error defines the maximum error for 
patient results that a single result can show with a certain 
probability, in most cases 95%. The analytical error thus 
estimates the limits of an interval around the true value 
where measured analytical results can be found with a 
defined probability. This model further assumes that the 
difference between the patients’ result and the true value 
can be estimated primarily from results from proficiency 
testing or from internal quality assurance. 

Estimating the TE of a test is just one side of the model. 
The other side is to set the limits to the total analytical error 
that can be tolerated in a test result without compromising 

its medical usefulness. In the TE model the linear model is 
used, that can be regarded as the conventional model. 

MU

Uncertainty methods originated in physical measurements 
and chemistry (6,7). Laboratory medicine is still struggling 
to adapt to this long tradition established by physical 
metrology laboratories (8). The main differences between 
TE and MU are related to the concept of a true value and 
the related error concept, and the concept of bias and how 
to deal with bias. 

In the TE model we look from the perspective of the true 
value, with the TE as an estimate of the difference between 
measurement result and true value. In the MU model we 
look from the perspective of the measurement result, with a 
confidence interval representing the total uncertainty of the 
measurement. The measurement result is related through 
calibration with the reference value, that represents a best 
estimate of the purely hypothetical “true” value.

The MU concept also assumes that if the bias of a 
procedure is known, then steps are to be taken to minimize 
it, e.g., by re-calibration. However, because the bias value 
cannot be known exactly, an uncertainty will be associated 
with such a correction. Thus, in the MU concept, a 
measurement result can comprise two uncertainties: 
the uncertainty due to imprecision, and the uncertainty 
associated with the bias correction. The uncertainties that 
act on the measurement result are combined to one MU 
statistic. Bias as it is included in the TE model thus is 
contradictory to the MU concept: when bias is known, it 
should be corrected.

Models for performance specifications

The approach of relating analytical performance to the 
biological variation was very much inspired by the ideas 
of Tonks (9). He empirically stated that the permissible 
analytical variation should not exceed “one quarter” of the 
reference interval. This can more or less be considered as 
a performance specification based on biological variation 
as the reference interval is mainly determined by the latter. 
Since Tonks many alternative models have been suggested 
for calculating performance specifications based on these 
principles. Cotlove et al. (10) proposed that analytical goals 
should not be based on the reference interval, because this 
reflects both the analytical and the biological variation and 
represents circular reasoning. He suggested to only include 
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the total biological standard deviation (SDbiol) composed 
of the within (SDI) and the between-subject or group 
standard deviation (SDG): SDa <0.5SDbiol with SDbiol = (SDI

2 

+ SDG
2)0.5. 

Monitoring vs. diagnosis

For monitoring Cotlove and Harris proposed to include 
only the within subject variation: SDa <0.5SDI (10). When 
a test is being applied to confirm or rule out a particular 
diagnosis, they stated that a population-based reference 
range will be used in the interpretation of the test result, 
based on the total biological variation. On the other hand, 
when the test is one of a series over time, as in monitoring 
the patient’s status, only intra-individual biological variation 
is relevant. It follows that, since the relevant biological 
variation is smaller in the monitoring situation, the size 
of the analytical variation of the test will be more critical  
here (11). This reasoning was accepted at the 1976 College 
of American Pathologists (CAP) Conference (12). It should 
be noted that the question of bias was not addressed. 

Combining bias and imprecision in the 
calculation of performance specifications

Harris (11) expanded his original work (13) so that bias and 
imprecision were both taken into account. The original 
equation for monitoring: SDa <0.5SDI was changed into 
(SDa

2 + Bias2)0.5 <0.5SDI.
In the same year Gowans et al. published a model based 

on reference intervals, that formed the basis for many 
other studies (14). Like the model of Harris, it derived 
performance specifications for different combinations of 
bias and imprecision. With the transferability of reference 
intervals between laboratories as starting point, the 
permissible bias and imprecision are calculated based on the 
premise that the reference interval limits will remain valid 
with a maximum of false positives exceeding the reference 
limit of 4.6% (instead of the usual 2.5%). Like the model 
of Harris, the resulting relationship between maximum 
permissible bias and imprecision is curved. Both extremes 
of this curve are interesting: with bias =0, maximum 
permissible CVa =0,6CVbiol; with CVa =0 (a hypothetical 
value) bias =0.25CVbiol. Although these values are mutually 
exclusive, these values are used together in conventional 
models from permissible analytical performance. Note that 
the model is based on reference values and total biological 
variation, and should thus be applied for diagnosis and not 

for monitoring. 

The “conventional” linear model

The model that is used most frequently is the model 
proposed by Hyltoft Petersen and Fraser in 1993. Bias and 
imprecision specifications are combined to set quality limits 
based on biological variation: (15,16):

pTAE = 0.25 (CVI
2 + CVG

2)0.5 + 1.65 (0.5CVI) [1]
Note that the linear combination of terms for bias 

and imprecision follows the same reasoning as the TE 
model. The performance specification was proposed 
for proficiency testing, but has been extensively used to 
define specifications for other purposes, e.g., in listings of 
permissible TE (17). The term for bias is that according 
to Gowans’ model combined with the generally accepted 
maximum imprecision of 0.5CVI (with a coverage factor of 
1.65, corresponding to P=0.95, one-sided). This expression 
shows a linear relationship between bias and imprecision, 
and assumes a fixed value for pTAE for all combinations of 
maximum bias and imprecision.

Fraser (18) adapted this expression, because some 
measurands are subject to tight homeostatic control 
(e.g., electrolytes), leading to unrealistic performance 
specifications. Three quality levels are used for imprecision 
and bias: optimum (CVa ≤0.25CVI, Bias ≤0.125CVbiol), 
desirable (CVa ≤0.5CVI, Bias ≤0.25CVbiol) and minimum 
(CVa ≤0.75CVI, Bias ≤0.375CVbiol).

Other models and adaptations

The model of Gowans and other models based on reference 
limits assume these limits to be based on biological 
variation alone. This is clearly an oversimplification in 
some measurants. Oosterhuis and Sandberg (19) adapted 
the model of Gowans et al. (14) to include the influence 
of analytical variation on the reference interval. Even 
inclusion of analytical variation, however, might lead to an 
underestimation of the actual reference interval limits e.g., 
due to pre-analytical variation. As an alternative the actual 
reference interval limits can be used as starting point in the 
model (20). 

It should be noted that in most distributions CVG and 
CVI are log-Gaussian, as are most reference ranges (21). 
Performance specifications derived from biological data 
should ideally be based on this log-Gaussian distribution (20). 
Other models combining bias and imprecision for calculation 
of pTAE might also be considered e.g., (22-25). Most 
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importantly, for monitoring models have been developed 
based on reference change values. As most tests are used for 
monitoring, these should be considered to be the dominant 
models (26). 

Discussion

At the Milan conference in 2014 the performance 
specifications were re-formulated based on the Stockholm 
consensus: the idea of a hierarchy was changed to models 
for specifications that would fit best for the measurand. The 
first model is based on the effect of analytical performance 
specifications on clinical outcome. This is the model 
of choice for measurands that have a central role in the 
decision-making of a specific disease or clinical situation 
and where clear decision limits are established. Total 
cholesterol, glucose, HbA1c, serum albumin and cardiac 
troponins represent examples. The second model is based 
on components of biological variation and should be applied 
to measurands where the first model is not applicable. The 
measurand should be in a steady state as in homeostatic 
control. The last model is based on state-of-the-art of the 
measurement, and should be used for all the measurands 
that cannot be included in models 1 or 2 (4). 

Although the Milan consensus speaks of models, the 
proposal has a general character and specific models were 
outside the scope of the consensus. Incentives for the Milan 
conference had been both questions concerning the validity 
of the estimation of the performance specifications based on 
the conventional TE model, and the role of MU in the field 
of clinical chemistry. Concerning these questions that relate 
mainly to the second model, an EFLM Task and Finish 
Group was started. 

At this point one might wonder why the analytical 
performance specifications are still subject to discussion. 
It is more than 50 years after the proposal of Tonks and 
also more than 40 years after the concept of Cotlove was 
accepted by the 1976 conference of the CAP, accepting 
performance specifications both for diagnosis as for 
monitoring (12). However, the Stockholm conference 
followed in 1999 and the Milan conference in 2014. What 
are the problems that are yet still discussed and that remain 
to be solved?

One important issue is  that the validity of the 
conventional TE model is compromised by several flaws 
in the calculation of the permissible TE (pTAE) based on 
biological variation using expression [1] (17). There were 
several points of discussion related to pTAE that were 

addressed by the Task and Finish Group and pTAE was 
criticized for a number of reasons (27). Both maxima of 
permissible bias and imprecision are added to obtain pTAE, 
a pragmatic solution first proposed for the use in proficiency 
testing (3). However, the theoretical basis for this is lacking. 
Two maximum permissible errors are added, derived under 
the mutually exclusive conditions. The sum will allow an 
increase of the percentage of test results exceeding the 
predefined limits.

Another flaw in the model concerns the maximum 
permissible bias that was derived as 0.25CVbiol or  
0.25 (CVI

2 + CVG
2)0.5. It should be noted, however, that in 

the conventional model this bias term is applied in the case 
of monitoring although this expression had been derived 
by Gowans (14) from a population based reference range 
model and only applies to diagnosis. As an alternative, 
a model based on a reference change value model was 
developed that is only based on CVI and not on CVG (26).

Finally it has been argued that the condition CVa <0.5CVI 
relates to performance specifications that—according to the 
TE model—will lead to a sigma metric below 3 that cannot 
be maintained by internal quality assurance (27).

If these problems are clear and when there is agreement 
on these flaws, why could the TE model not be corrected? 
This proves not to be easy, and the Task and Finish group 
succeeded in the groundwork for further developments. 
What are the problems that should be resolved?

Definition of bias and imprecision

The first authors (9,10,13) did not include bias in their 
quality specifications models. Bias proves to be a difficult 
concept. GUM defines bias as any error that is reproducible, 
without defining the time frame. The bias concept does not 
fit well in our continuous 24/7 work flow. Bias that might 
be reproducible during a short period (one day, one week) 
might change over longer periods. So, both imprecision 
and bias are not independent of the choice of the period 
these are measured. One can distinguish between short-
term bias (e.g., within day, one shift) and long-term bias 
(e.g., during several weeks or months): many effects causing 
short-term bias, e.g., re-calibrations may be seen as bias 
within this short time frame, but may be indistinguishable 
from random effects when variation is observed over a 
longer time period. When uncorrected, many short-term 
bias components increasingly contribute to the random 
error component of the MU. These effects will make any 
definition of bias and imprecision in part arbitrary.
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Performance specifications and quality control limits

It might seem logical to apply the same performance limits 
for analytical performance as the limits for internal quality 
assurance. However, there are reasons to set different limits: 
quality assurance applies rules to achieve a high probability 
of error detection and at the same time a low probability 
of false rejection, in most cases based on a singleton 
measurement result. Quality assurance limits will generally 
be stricter—e.g., by 1.65 SDa—than performance limits in 
order to maintain the performance goals and assure that—
within a pre-defined probability—that these goals are 
achieved. It might, however, seem a paradox that when the 
results of quality assurance measurements are within the 
limits, in retrospect these results will be well within the 
pTAE limits with a wide margin (28). 

Six Sigma and quality control perspectives

Quality specifications can be derived from biological 
variation or from other specifications based on clinical 
needs. We can measure the precision of the test and 
calculate the sigma metric to express the quality on the 
sigma scale with 6 as very good and 3 as just sufficient 
quality to maintain with quality control procedures. 
Based on the sigma metric the appropriate quality control 
procedures can be developed. Two different points of view 
are in play here. On the one hand we can focus completely 
on the clinical needs, with the technical aspects of the test 
as secondary to these specifications. As the sigma metric will 
be derived from the clinical needs, this represents the Six 
Sigma perspective. Following this line of thought, this will 
lead to very relaxed quality control rules in tests that have a 
high sigma score, and strict rules with low sigma scores.

On the other hand we could focus completely on the 
technical aspects of the test without taking clinical aspects 
into account. The control limits in this case are derived 
solely on the imprecision of the test (e.g., ±3SDa). 

The difference between these two viewpoints is this: 
when we are only interested in the clinical perspective (that 
includes biological variation), we will not be interested 
in changes signaling that the measuring system is more 
or less out of control, and quality control results that are 
outside 3SDa limits do mean just that. However, even if the 
system is out of control from the technical point of view, 
the test results could be within clinical needs. Looking from 
the clinical perspective, these abnormal results have no 
meaning. Are we to know the system is out of control and 

should we act upon this, even if there is no clinical need? 

Performance specifications based on biological variation or 
reference values?

A commonly raised critical comment on the use of 
reference ranges as the basis of performance specifications 
is that reference ranges themselves depend on analytical 
performance, leading to a circular reasoning. Although the 
contribution of the analytical variation to the total variation 
will in many cases be small (29), it is a simplification to 
assume that reference ranges are only determined by 
biological variation as has been done in many models. As an 
alternative the analytical variation has been included in an 
adaptation of the model of Gowans (14). In this model the 
analytical variation is included as it was when the reference 
ranges were determined or confirmed (19). 

Combining MU and TE models

MU and TE represent different paradigms in metrology. 
TE is based on the error concept; in order to calculate the 
error, however, the true value or at least a reference value 
should be known. The concept of a “true value” that once 
was the cornerstone in metrology has been abandoned 
by GUM (30). In MU we only have the concept of the 
uncertainty of the measurement result, with a value that—
through calibration—can be traced back to a standard of a 
higher order. Another difference is the treatment of bias: in 
the MU paradigm, bias should be corrected when known. 

The Task and Finish Group concluded that the MU 
model fits well for patients’ test results, while the TE model 
can be applied for quality control purposes. The main reason 
for this is, that in quality control there is a reference or 
target value that allows us to calculate the error. However, 
in patients there is no reference value and the result could 
be expressed with an estimate of the uncertainty. This 
uncertainty is based on all sources of variation, including 
preanalytical factors and biological variation. 

This still leaves open what error model to be used in 
quality control and how to determine quality limits. The 
bias concept still remains a problem, and we might even 
abandon the bias concept altogether and assume all forms 
of error (deviation from the reference value) as short- or 
long term imprecision. We should be able to include in 
a model the maximum permissible difference between 
analysers performing the same test within one laboratory 
organisation.



Journal of Laboratory and Precision Medicine, 2017Page 6 of 7

© Journal of Laboratory and Precision Medicine. All rights reserved. J Lab Precis Med 2017;2:78jlpm.amegroups.com

Conclusions

The Task and Finish group agreed on certain issues: flaws 
in conventional model, and the application of MU and TE 
models. However, there are still challenges: how to develop 
and agree upon an integrated system of MU, permissible 
analytical error, defining and dealing with bias and how 
to develop quality control rules possibly within the Six 
Sigma model. It has been stated “all models are wrong, 
but some models are useful” (31). The practice of the 
clinical laboratory is such, that it is impossible to describe 
performance specifications in a mathematically perfect 
model, and all models will be based on assumptions and can 
only approach complex reality. The challenge is to reach 
consensus on a model that is both useful and as less flawed 
as possible. 
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