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Electronic healthcare records (EHR) has been widely used 
in clinical practice for decades in China (1), and now nearly 
all healthcare facilities have used EHR for daily clinical  
practice (2). The benefits of using EHR are unquestionable 
that it significantly enhances the flow of patient management. 
For instance, when a patient is suspected of stroke and 
presents to the emergency department, the stroke unit will 
be triggered via EHR system which will in turn automatically 
remind multidisciplinary members of the stroke unit. EHR 
also provide information for the past history of a patient. In 
older days, a patient had to bring a large amount of medical 
records to the clinic and the doctors had to spent a lot of 
time looking for the most indicative medical information. 
This could be time-consuming and often the patient may not 
provide the medical history. With the use of EHR, all past 
medical histories of a patient can be easily retrieved at one 
click of the mouse and the timeline is very clear. 

While the primary goal of EHR is facilitate the 
management of daily clinical practice, many researchers 
found that the EHR can provide high-quality and real-world 
data for doing clinical researches. There are several potential 
advantages of using EHR for doing clinical researches: (I) 
it is convenient and cheap. As compared with randomized 
controlled trial, the use of EHR can be much cheaper and 
time-saving; (II) EHR provides real-word evidence for the 
effectiveness of an intervention or diagnostic tests (3). It has 
long been debated that evidence based on well-designed 
RCT may not applicable to real-world setting (4). The 
different scenarios in RCT and real-world practice cannot 
be overlooked. For example, lactate may be routinely 
measured at fixed time points after enrollment in a well-
designed RCT, and this information may help to identify 
some occult sepsis that can be easily overlooked in daily 
busy practice; (III) EHR is able to provide data with high 

granularity (5). For example, the vital signs are measured 
in hourly basis in the operating room and intensive care 
unit (ICU) (6). Such high-granularity data can help to build 
some time-varying model with high accuracy of outcome 
prediction (7,8); (IV) data stored in EHR are ever-growing 
without much additional cost. Some modeling algorithms 
requiring longitudinal data can be performed with such  
data (9) ;  (V) some well  cal ibrated models  can be 
incorporated into the EHR to assist clinical decision 
making. The so-called clinical decision support system 
(CDSS) is such kind of device. Sepsis is a heterogeneous 
syndrome and its identification requires information from 
multiple sources such as vital signs, laboratory findings 
and physical examination. In busy hours in the emergency 
department, such sepsis may be overlooked and initiation 
of antibiotics and fluid resuscitation can be delayed. With 
the use of CDSS, the machine can automatically extract 
information for the judgement whether a patient has sepsis 
and gives a probability. Clinicians can focus more on those 
with high probability of sepsis. There is evidence that such 
a CDSS can help to improve clinical outcomes. 

However, the disadvantage of EHR should also be 
highlighted and cautions be practices in interpreting 
the results from EHR. (I) The healthcare processes vary 
substantially across different medical centers and such a 
variability may be responsible for discrepancy of results 
and conclusions for studies conducted in different places 
(10,11). For example, an institution tested transferrin and 
pre-albumin routinely for the assessment of nutritional 
status can show different effectiveness on the effectiveness 
of enteral nutritional protocol on mortality outcome, as 
compared with hospitals without such routine practice 
(12,13); (II) clinical studies based on EHR are observational 
studies in essence and have all inherit limitations of such 
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kind of design (14). The causal link between a factor 
of interest and the outcome cannot be established with 
EHR. In this regard, the results obtained from EHR are 
hypothesis-generating at best; (III) missing value is an 
important issue in utilizing EHR. Unlike well-designed and 
scrutinized RCT, the ordering of laboratory tests is largely 
dependent on the judgement of the treating physician, 
making the processes heterogeneous among patients. 
fortunately, if missing data are handled properly, the 
estimation bias can be minimized (15,16); (IV) errors occurs 
frequently in EHR, making the process of data cleansing 
particularly important. 

Despite these potential limitations and difficulties in 
utilizing EHR for clinical researches, more in-depth quality 
control and establishment of standard EHR structure can 
help to minimized some of these limitations. For example, 
the Healthcare Information and Management Systems 
Society (HIMSS) advocates a number of standards that 
impact the electronic health record. These standards 
require that all certified EHR products maintain data 
confidentiality, ensure interoperability to share information, 
and can execute a series of well-defined functions. Once 
an EHR is certified, clinicians and organizations can feel 
assured that their system is both effective and efficient in 
supporting information technology (17). 

Nowadays, many hospitals have attempted to establish 
clinical data warehouse to facilitate clinical studies. The 
framework of the using clinical data warehouse for clinical 

studies is shown in Figure 1. The research question 
comes from clinical practice and should focus on a point 
that is relevant to clinicians and patients. Typically, the 
importance of a research question would dependent on the 
extent how patient and/or their family members concern. 
For instance, for a patient who transfers to the ICU, he 
and/or his family members will ask: can I survive this 
critical illness? That is why most critical care trials use the 
mortality as the primary study endpoint. After a clinical 
question is well defined, the second step is to define the 
study cohort. The cohort is defined by inclusion/exclusion 
criteria and can be identified from the data warehouse by 
logical combinations of several criteria. The third step is 
to extract variables that can help to control confounding. 
As the confounding is the Achilles’ heel of observational 
studies, the extraction of potential confounders is made 
not only by clinical judgement but also depends on the 
relationships between variables. The forth step is data 
cleansing, since the raw data may contain some errors. 
The fifth step is to perform statistical analysis. In this 
step, some sophisticated modeling strategy can be applied 
such as restricted cubic spline, fractional polynomials and 
machine learning (18-21). The final step is to apply the 
obtained knowledge from data mining to clinical practice. 
A well-known example is early warning system for clinical 
deterioration (22,23). Some prediction models are trained 
and validated with the real-world data and then the models 
are incorporated into the EHR for practical use. 

Figure 1 Workflow of clinical research utilizing clinical data warehouse. CDSS, clinical decision support system.
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