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It is not a secret that recent advances in deep learning (1) 
methods have achieved a scientific and engineering 
milestone in many different fields such as natural language 
processing, computer vision, speech recognition, object 
detection, and segmentation, to name a few. Different 
applications of deep learning to medical imaging started 
to appear first in workshops, conferences and then in 
journals. According to a recent survey (2), the number of 
papers grew rapidly in 2015 and 2016. Nowadays, deep 
learning methods are pervasive throughout the entire 
medical imaging community, with Convolutional Neural 
Networks (CNNs) being the most used model for tasks 
such as dense prediction (or segmentation), detection and 
classification. In the same survey, which analyzed more 
than 300 contributions in the field, the authors found 
that computed tomography (CT) was the third most used 
imaging modality.

Deep learning methods for tasks that require a dense 
output such as voxel-wise classification (which is common 
in image segmentation), have improved by many orders 
of magnitude in the past years (3). They are slowly 
helping many scientists by taking away the laborious task 
of manually annotating tissues, bones, cells and other 
structures. The work by Minnema et al. (4) shows an 
extreme case where manual segmentation is completely 
prohibitive for scalable scenarios.

Minnema et al. show the evaluation of a fully-automated 
CNN model developed for bone segmentation. The 
model was trained in a patch-wise manner using manually-
annotated CT scans of patients who were treated with 
customized additive manufactured skull implants. Results of 

this evaluation show a Dice score of 0.92±0.04, suggesting 
that automatic and manual segmentations are very similar. 

In comparison, a popular method for doing a semi-
automated segmentation of CT scans is global thresholding, 
i.e., separate the bones and the background using an 
intensity threshold. Unfortunately, this approach is far from 
being perfect and often manual corrections by an expert are 
needed, which is time-consuming, user-biased and error-
prone. Consequently, Minnema et al. concluded that the 
developed CNN model can offer an important opportunity 
to remove the prohibitive time and effort for bone 
segmentation in CT images, making additive manufacturing 
constructs affordable and accessible.

Deep learning also has some downsides though. One of 
the main barriers for the wide adoption of deep learning 
methods in clinical practice is usually caused by the 
variability in the data itself (e.g., contrast, resolution, signal-
to-noise). Deep learning models usually suffer from a poor 
generalization when used with input data that comes from 
different machines (different vendor, model, etc.), with 
different acquisition parametrization or any underlying 
component that can cause the data distribution to shift. 
These over-parametrized models have a high tendency to 
rely on superficial statistical patterns of the data, and are not 
immune to the distributional shift caused by external factors 
(different scanner, different acquisition protocol, etc.).

This generalization gap can be mitigated through some 
techniques, which are not mutually-exclusive. One common 
denominator of all deep learning methods is that the more 
data there is to train a model, the better it will perform. 
While it is not easy for single sites to generate a large 
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amount of data and manual labels, multi-center initiatives 
and crowd sourcing are efficient approaches to federate 
such useful resources (5). Depending on the country, 
ethical and privacy limitations may occur. Another popular 
approach to solve the problem of generalization to other 
sites is to perform a domain adaptation (6), where data from 
another domain can be transferred to the current distribution 
thereby improving generalization. Other approaches 
rely on generative models, however, most prominent 
generative models such as Generative Adversarial Networks  
(GANs) (7) usually require a large amount of data and it can 
take shortcuts to model the underlying distribution. Recent 
likelihood-based models (8) showed some improvements, 
however, it is still very difficult to model such high-
dimensional distributions. Another approach, also leveraging 
unlabeled data, is the use of semi-supervised (9) learning 
methods, that can yield improvements even in a small data 
regime.

From a different angle, one way to minimize the burden 
of creating manual annotations is to use active learning, 
whereby the most uncertain predictions are selected for 
manual correction before re-training the model (10).

While deep learning methods are encouraging, the 
outstanding issues noted above must be solved before they 
can be used confidently in clinical routine.
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