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Introduction

Back pain is one of the most common chronic diseases 
worldwide, with nearly a quarter of the world’s population 
suffering from chronic low back pain (1). In a study on 
the US veteran population, the annualized prevalence rate 
of patients with a diagnosis of lower back pain increased 
by 4.8% per year, compared to 3.8% for depression and 
4.1% for hypertension (2). Like other chronic illnesses, 
back pain has profound effect on daily life with impairment 
in activities and decrease in quality of life. This leads to 
further hospital and primary care physician visits with 
an estimated $200 billion being spent annually on the 
management of back pain (3). In terms of diagnosing back 
pain, the first step is distinguishing mechanical pain from 
neuropathic pain. Most cases of back pain are mechanical 

in nature and respond to rest, ice, physical therapy and 
activity modification (4). Other conservative management 
modalities include acetaminophen, nonsteroidal anti-
inflammatory drugs (NSAIDs), gabapentinoids, opioids 
and muscle relaxants. A further subgroup of mechanical 
back pain includes degenerative back pain, which includes 
osteoarthritis of the spine such as facet joint, sacroiliac 
joint, spinal stenosis and degenerative disc disease. In the 
older adult population, most of the low back pain has no 
definitive pathology and thus is classified as non-specific 
back pain. Panta et al. mention that in older population, disk 
degeneration is more prevalent; however, it is less likely to 
be the pain source as compared to in younger adults (5). 

This paper explores the risk factors for low back pain in 
terms of radiologic data and applies artificial intelligence 
modeling to decipher the associations.
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Methods

Datasets and analysis software

The dataset used for the analysis is available in public domain 
at the website (6) and is identified as PONE-D-14-50818. 
The dataset is provided under the Creative Commons by 
license and has been properly deidentified in compliance 
with the Health Insurance Portability and Accountability 
Act (HIPAA) laws. This data file contains the data used 
in the manuscript “Ligamentum Flavum Hypertrophy 
in Asymptomatic and Chronic Low Back Pain Subjects” 
by Munns et al. (7). As per the authors, the data set 
contains data for 63 individuals that were part of this IRB-
approved study: 27 with chronic low back pain, and 36 as 
asymptomatic. All patients underwent magnetic resonance 
(MR) imaging and computed tomography (CT) of the 
lumbar spine. The MR images at the mid-disc level were 
captured and enlarged 800% using a bilinear interpolation 
size conversion algorithm that allowed for enhanced image 
quality. Ligamentum flavum thickness was assessed using 
bilateral medial and lateral measurements. Disc height at 
each level was measured by the least-distance measurement 
method in three-dimensional models created by CT images 
taken of the same subject (7). The data set consisted of 63 
patients. Patient #35 was excluded from the analysis as it 
had missing disc height. 

Statistical analysis

The statistical analysis was carried out in JMP 15 (8) and 
the artificial intelligence modeling was undertaken in 
Orange (version 3.26.0) (9). The modeling was carried out 
on all the 62 patients.

Ten different artificial intelligence machine learning and 
deep learning classification systems were implemented in 
order to predict the presence or absence of back pain. The 
classification systems consisted of logistic regression, Naïve 
Bayes, Neural network, decision tree, random forest (10), 
support vector machine (SVM) (11), Adaptive Boosting 
(AdaBoost) (12), Stochastic Gradient Descent (SGM), 
Constant (baseline model that always selects the most 
frequent class) and k-nearest neighbors (kNN). Models 
that employ regularization (e.g., logistic regression, SVM, 
all ordinal regression models), models based on model 
averaging (e.g., random forest), and models endowed 
with parameters for explicitly tuning model complexity 
(e.g., decision tree, random forest, kNN) were specifically 
added to the analysis as these characteristics are known 

to mitigate both variance and overfitting in small size 
datasets (13-15). In addition, a leave one cross validation 
was performed in order to reduce overfitting on the model, 
to avoid over estimation of the model performance and 
to allow for as much data as possible for training of the 
model (13). Hyper-parameter values were selected from a 
combination of literature and Orange modeling algorithms. 
The neural network analysis uses sklearn’s Multi-layer 
Perceptron algorithm and as such sklearn’s 100 neurons per 
hidden layer was set. The number of trees for the random 
forest model was set to 100 based upon Breiman’s random 
forest model analysis (16). A ten-fold cross validation was 
performed to assess the performance of each model. In this 
process, the data was split into ten groups and one group 
was chosen as the testing data while the remaining nine 
were training data. Each model was trained on the training 
data and then tested on the testing data. Next, a different 
group was chosen as the testing data and the remaining 
groups were designated as training data. The models were 
again trained and tested. This process was repeated until 
all ten groups had been designated as a testing data. The 
performance of each model on each of the ten testing data 
was averaged to obtain cumulative results. The receiver 
operating characteristic (ROC) curve was plotted for each 
model and then the area under the curve (AUC) for each 
ROC curve was calculated. The AUC for each model can 
be compared with each other to assess which model has 
a superior performance. AUC ranges from 0 to 1 with a 
higher value indicating a better ability to decipher whether 
the patient will have back pain. Measures, including 
classification accuracy, F1 score, precision and sensitivity 
are also calculated in order to compare the classification 
models. The study is in accordance with the Helsinki 
Declaration (as revised in 2013).

Results

There were a total of 62 patients of the age range 20–60 years.  
Thirteen (about 1/3rd) males out of 35 total males reported 
pain symptoms while 14 females (almost half) females out of 
27 total females exhibited pain symptoms. The descriptive 
statistics for the data set are not being reported here as they 
have been reported earlier by Munns et al. (7). 

Correlation

The correlation heat map for the disc heights for all the 
subjects (n=62) is given in Figure 1. The highest correlations 
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were found for L1 disc height and L2 disc height followed 
by L2 disc height and L3 disc height. The correlation in 
the disc height is positive and of greater magnitude for 
the adjoining level discs. The correlation decreases as the 
distance of the discs increases. For example, the L5 disc 
height is highly positively correlated (correlation coefficient 
=0.47) with L4 disc height while negatively correlated with 
the farthest disc—L1 disc height. As such, if L4 disc height 
is low, disc heights of L3 and L5 are also low. 

Classification tree

Classification tree (partition) (Figure 2) was generated in 
JMP 15. It is used to predict a categorical response as a 
function of predictor variables using recursive partitioning. 
The first branch of the diagram assesses the L4 disc height, 
indicating that this independent variable was the most 
important in separating patients with and without back pain. 

L1  
Disc 
Height

L2  
Disc 
Height

L3
Disc 
Height

L4  
Disc 
Height

L5  
Disc 
Height

L1  
Disc 
Height 0.67 0.37 0.21 –0.12

L2  
Disc 
Height 0.67 0.58 0.21 0.01

L3
Disc 
Height 0.37 0.58 0.42 0.15

L4  
Disc 
Height 0.21 0.21 0.41 0.47

L5  
Disc 
Height –0.12 0.01 0.15 0.47

Figure 1 Correlations for the disc heights for all the subjects 
(n=62).

Figure 2 A partition classification tree diagram model to differentiate the lower back pain.
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If the L4 disc height is greater than 8.43 mm, most of the 
respondents had no back pain whereas if the L4 disc height 
was below 6.24 mm, the respondents had the low back pain.

Logistic regression

The logistic regression of the study data with “symptomatic/
asymptomatic lower back pain” (yes/no) was modeled as a 

binary output variable. The effect summary of the variables 
is provided in Figure 3. Based on the effect summary, the top 
three measurements with the greatest effect on back pain 
are L4 disc height, L3 ligamentum flavum mean medial and 
L4 ligamentum flavum mean medial. The logistic regression 
model results of the analysis are provided in Table 1. As per 
the logistic regression model L4 disc height, L2 disc height, 
and L3 mean medial thickness are significant risk factors or 
predictors for the lower back pain. 

Artificial intelligence predictive modeling

The data was also modeled by various Artificial Intelligence 
methods to predict if the L1–L5 disc height and L1–L5 
ligamentum flavum medial and lateral measurements can 
be used to predict presence or absence of lower back pain. 
The evaluation results of the various models are provided 
in Table 2. The top five machine learning and deep learning 
models as determined by all five measurements (AUC, 
classification accuracy, F1 score, precision and sensitivity) 
were logistic regression, Naïve Bayes, SVM, neural network 
and random forest. All five models had AUC greater than 0.7 
and logistic regression had AUC greater than 0.8, meaning 
that the models can effectively predict low back pain based 

Figure 3 Effect summary of the independent variables of disc 
heights and mean medial and lateral thicknesses (L1–L5). 

Table 1 Logistic regression parameter estimates

Term Estimate Std error Chi-square Prob>ChiSq

L1 mean medial −0.4084 1.13 0.13 0.7192

L1 mean lateral 2.0577 1.38 2.23 0.1355

L1 disc height 0.3179 0.63 0.25 0.6138

L2 mean medial −0.3950 1.04 0.14 0.7048

L2 mean lateral 1.0617 1.00 1.12 0.2904

L2 disc height −1.3526 0.66 4.20 0.0405*

L3 mean medial 1.8991 0.95 4.00 0.0455*

L3 mean lateral 1.1973 1.41 0.72 0.3968

L3 disc height 0.4447 0.53 0.70 0.4024

L4 mean medial −1.5652 0.81 3.71 0.0540

L4 mean lateral −0.2721 0.77 0.12 0.7238

L4 disc height −1.1593 0.52 4.88 0.0271*

L5 mean medial 1.5995 1.025 2.43 0.1188

L5 mean lateral −0.8378 0.84 0.99 0.3188

L5 disc height 0.2552 0.32 0.63 0.4272

*, statistically significant at P≤0.05.
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on quantitative measurements obtained from Lumbar 
imaging. 

Nomogram

A nomogram (Figure 4) was created using SVM modeling. 
The nomogram depicts various probabilities at different 
L1–L5 disc heights and L1–L5 mean medial and lateral 
ligamentum flavum thickness. By providing an easy-to-
interpret visualization the nomogram can provide insight 
into the effects of predictive factors.

Discussion

Back pain is widespread in adults and is a focus of many 
providers due to its effects on quality of life. Less than 50% 
of the primary care physicians have strong confidence in 
diagnosing the causes of chronic low back pain (17). There 
are many medical risk factors for low back pain, some of 
which are modifiable. Physicians urge patients to maintain 
healthy body weight with ideal body mass index less than 
25 (18). Smoking is also associated with increased rate of 
back pain (19). There are several papers describing risk 
factors for low back pain in the elderly population. They are 
prone to develop chronic low back pain based on physical 
and psychosocial changes (20). They are also more likely 
to develop osteoporotic vertebral fractures and lumbar 
spinal stenosis. Interestingly, Williams et al. concluded that 
individuals age 80 or older were three times more likely to 

experience severe low back pain than individuals in their  
50s (21). Our analysis only contained patients with ages 
from 20s to 50s and thus this association could not be 
examined. Under-treating such pain can have profound 
effect on the patient including sleep disturbances and 
deterioration of functional ability. 

We examined the risk factors for low back pain in terms 
of radiologic data. In our logistic regression analysis, 
the L2 and L4 disk height was statistically significant in 
terms of predicting symptoms of low back pain and had 
appreciable effect on the lower back pain. This is clinically 
relevant as more the disk degeneration, the less the disk 
height and thus more the risk of increased back pain. 
There is evidence that women are more susceptible to 
osteoporotic fractures and subsequent low back pain (22). 
Our analysis did show a significant association between 
some lumbar disk heights and gender, but no significant 
association between gender and low back pain. The disk 
height association based on gender can have a confounding 
variable where a woman’s lumbar disk heights are more 
likely to be decreased compared to that of man’s based 
on the fact that women are likely to be shorter than men. 
Other risk factors for decreased disk height can be from 
vertebral fractures such as with corticosteroid use (23). 
This vertebral compression fracture can occur either in the 
center of the vertebral body or in the anterior portion of the 
vertebra resulting in a kyphotic deformity since the anterior 
wall heals without regaining height (24). These result in 
asymmetrical biomechanical load on the vertebral endplate 

Table 2 Evaluation results of predictive models using various artificial intelligence programs

Model AUC Accuracy Precision Sensitivity F1 score

Logistic regression 0.836 0.806 0.815 0.806 0.807

Naïve Bayes 0.799 0.758 0.759 0.758 0.759

SVM 0.796 0.726 0.727 0.726 0.726

Neural network 0.759 0.710 0.710 0.710 0.710

Random forest 0.730 0.677 0.675 0.677 0.676

SGD 0.688 0.677 0.675 0.677 0.676

kNN 0.696 0.661 0.658 0.661 0.655

Tree 0.616 0.613 0.610 0.613 0.611

AdaBoost 0.592 0.597 0.599 0.597 0.598

Constant 0.424 0.565 0.319 0.565 0.407

AUC, area under the curve; SVM, support vector machine; SGD, stochastic gradient descent; kNN, k-nearest neighbors; AdaBoost, 
Adaptive Boosting.
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causing an inflammatory response in the endplate and on 
adjacent vertebral body, resulting in lower back pain. In our 
analysis, there was a positive correlation between reduced 
lumbar disk height at one level and reduced disk height at 
the lumbar level below. The aforementioned inflammatory 
response can induce bone marrow edema. Another 
interesting study found that bone marrow edema was more 
prevalent in adults with lower back pain than in patients 
without lower back pain (25). Furthermore, the location of 
bone marrow edema on MR image was closely associated 
with local lumbar tenderness. There needs to be further 
studies to evaluate association between disk degeneration 
and low back pain.

Usually the management of low back pain includes 
conservative modalities before interventional approach is 
employed. Some of the minimally invasive interventional 
techniques for painful vertebral compression fractures 
inc lude  ba l loon  kyphop l a s t y  and  pe rcu t aneous 
transpedicular vertebroplasty (26). A recent meta-analysis 
showed that vertebral augmentation procedures attenuate 

pain and correct the deformity without increased risk of 
new vertebral fractures, which the patient is at risk for, 
as mentioned earlier (26). In a retrospective analysis on 
kyphoplasty, Civelek et al. state that to avoid subsequent 
fracture in the same or adjacent level, vertebral body should 
be filled adequately (27). 

In our analysis, the other broad variable we analyzed 
from radiographic data was thickness of the ligamentum 
flavum. The presence of degenerative spondylolisthesis 
with thickening of ligamentum flavum can result is severe 
lower back pain (28). Munns et al. reported that thickness 
of ligamentum flavum was significantly increased with older 
age, lower lumbar level (caudally) and chronic low back  
pain (7). This supports the compensation to increased 
mechanical forces exhibited at lower lumbar levels. In 
addition, as the lumbar disk undergoes degenerative process 
and disk height decreases, the thickness of ligamentum 
flavum at that lumbar level increases. Interestingly, our 
analysis also found an inverse correlation between disk 
height at one lumbar level and ligamentum flavum thickness 

Figure 4 SVM nomogram for probabilities of lower back pain as affected by L1–L5 disc heights and ligamentum flavum thickness. SVM, 
support vector machine.
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at the lumbar level above. There are several implications for 
ligamentum flavum hypertrophy. It can cause a decrease in 
spinal canal area causing lumbar spinal stenosis. Hansson 
et al. performed magnetic resonance imaging (MRI) before 
and after an external axial load and showed ligamentum 
flavum to be the primary cause of canal encroachment with 
up to 85% reduction in canal area (29). Since axial loading 
causes disk height loss, ligamentum flavum hypertrophy can 
thus produce low back pain symptoms. In our analysis, the 
L3 mean medial thickness and L4 mean medial thickness 
were statistically significantly associated with low back pain. 
This could be due to decreased L4 disk height, which could 
be placing mechanical stress on the ligamentum flavum 
at and above the degenerative disk. The pathomechanism 
is poorly understood, but Sairyo et al. theorize that 
mechanical stress induces tissue damage, leading to release 
of inflammation, scarring and growth factors which finally 
induce fibrosis (30). Patient with lumbar spinal stenosis 
caused by ligamentum flavum hypertrophy are usually 
inappropriately treated. The debulking of ligamentum 
flavum is a possible treatment for patients who have poor 
quality of life due to pain and weakness (31). 

The use of artificial intelligence and machine learning 
techniques have been employed to enhance understanding 
and management of chronic diseases (32). However, the 
utilization of such techniques in low back pain is limited. 
There have been efforts to use imaging software techniques 
to identify parameters such as pelvic tilt and sacral slope (33).  
We employed artificial intelligence and machine learning 
techniques to enhance the ability to detect patterns 
of clinical importance in low back pain patients. The 
limitations of our study may stem from the relatively small 
sample size and availability of MRI image data. A study by 
Oude et al. reported a modest accuracy of 72% for low back 
pain based on a model of nearly 1,300 fictional cases applied 
to real cases (34). 

Conclusions

Data from MRI and CT of the lumbar spine showed a 
positive association of low back pain with decreased disc 
heights (statistically significant for L2 and L4) and a positive 
association with increased ligamentum flavum hypertrophy. 
Based upon the data, the logistic regression classification 
model was effectively able to use quantitative measures from 
lumbar imaging in order to predict the presence or absence 
of lower back pain. Such a model could be instrumental 
in clinical practice in deciphering lower back pain due to 

skeletal abnormalities. The artificial intelligence models can 
not only be used to predict back pain in new patients, but 
also each new patient’s data can be inputted into the model, 
leading to even higher accuracy of the model for future 
patients. The model output can help the pain specialist 
in quantitatively assessing the predominant risk areas and 
guide intervention thereof. We believe the future of data 
classification to decipher the association and assess low back 
pain prognosis will be based on artificial intelligence and 
machine learning techniques.
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