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Introduction

The electrophysiological signals such as electromyogram 
(EMG), electrocardiogram (ECG), electro-oculogram 
(EOG) and electroencephalogram (EEG) are very 
important to diagnose many human body organs, the 
EMG is related to the muscle diagnosis, the ECG 
gives an idea about the heart rate, and all the related 

parameters of the cardiovascular system if it is running 
well or not. The EOG represents the electrical activity 
of the eye blinking and finally the EEG represents the 
electrical activity of the brain. Each signal must be 
recorded from the proper region over the human body. 
And each signal has its own range in terms of frequency 
and amplitude.

The EEG signal’s frequency is localized between 0.1 
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and 100 Hz, sometimes we record some frequencies 
beyond this range, actually it depends on what kind of 
details the doctor would like to visualize. In this paper 
our target is to detect the sleep stages; so, the frequency 
domain 0.1–100 Hz is sufficient to deal with this duty. 
Because the first task that must be done before the stage 
detection or classification is, the feature extraction. So, 
what kind of features will be extracted? And what is the 
efficient method to deal with that? In the EEG signal 
processing, it is mandatory to extract the different waves 
from the EEG time series. There are many waves called 
respectively alpha (α), theta (θ), beta (β), delta (δ), and 
gamma (γ). And each wave has its own frequency range 
(Table 1) and amplitude range as well (1).

And after the extraction of all waves, we determine their 
actual frequency ranges, their amplitude and their power 
spectrum if we need that.

In order to extract the brain waves (Figure 1), there are 
many methods, and according to one investigation that 
we have done in one of our papers (2), the most efficient 
method is the wavelet transform. 

And for sure before all the processing steps, we must 
perform the EEG signal cleaning in order to remove all the 
artifacts and we keep only the useful part of the signal. All 
biosignals and especially the brain signals are basically full 

of noise. We can classify them into two categories the first 
one is related to the patient or subject; like the baseline, 
EMG interference, and some other noises that come from 
the human body. The second one is related to the recording 
device such as the power supply interference and the 
additive white Gaussian noise. In order to remove all the 
useless components, in fact, there is a plenty of cleaning 
methods. The most efficient we experienced is the wavelet. 

And after the cleaning and the features extraction we 
will move to the real-time classification of the clean EEG 
signals. Our aim in this paper is to classify in real-time the 
EEG signals. In other words, we will detect in real-time in 
which stage is the patient or the subject. Let’s first have an 
overview on the sleep stages and the progress of the brain 
waves during the sleep.

The American Academy of Sleep Medicine (AASM) and 
Rechtschaffen and Kales (R & K), human professionals 
find out about the specific time sequence files and assign 
every time phase to a sleep stage in accordance to reference 
nomenclature. In this study, we used rapid eye movement 
(REM) and non-rapid eye movement (NREM) as two usual 
phases of human sleep. But we focus only on the NREM 
sleep stages, from 1 to 4. The four sleep stages are very 
directly dependent on the EEG signal components, hence 
the variation of the frequency and the magnitude as well. 

Table 1 A summary of the frequency ranges of each brainwave

Brain waves Delta (δ) Thêta (θ) Alpha (α) Beta (β) Gamma (γ)

Frequency range (Hz) 0.5–4 4–8 8–12 12–35 35–100 

0                       200                     400                      600                     800                    1000
Number of samples

0                       200                     400                     600                      800                    1000
Number of samples

0                       200                     400                     600                      800                    1000
Number of samples

0                       200                     400                     600                      800                    1000
Number of samples
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Figure 1 The extracted brain waves according to the frequency of each one.
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To carry out our demonstration, we must put a number of 
electrodes on the skull of our subject, during the night or 
during his/her rest in the daytime. 
	 Stage 1: in fact, this is the first step in the slight 

sleep phase, it’s known as a switching stage from 
wakefulness to sleep when the muscles begin to 
relax, it takes up to 5 minutes, the EEG signal 
evolution in this range of time present a low voltage 
of alpha and theta waves. But this stage appears 
from 4 to 5 times during the whole sleep time.

	 Stage 2: is the “baseline” of sleep and it is called 
also “light sleep” because it is characterized mainly 
by the sleep spindles and the K-complexes, of 
course in this stage there is no eye movements and 
the brain waves significantly slow down.

	 The complete k-complexes ought to final for a 
minimal of 0.5 sec (3). Alternatively, excessive 
voltage delta waves might also contain up to  
20 proportions of Stage two epochs. The Complete 
sleep period might also consist of 45–55 shares of 
Stage two.

	 Stage 3: this stage is also called deep sleep and it 
is referred to a duration all through which at least  
20 proportion and no longer greater than 50 shares 
of the sleep. It consists of EEG indicators with 
frequencies of 2 Hz or smaller and amplitudes of 
extra than 75 µV (delta waves). This stage usually 
appears in the first 30% of the sleep time by a 

frequency of 4 to 6 during this last.
	 Stage 4: this stage is called “very deep sleep” it is 

a bit similar to Stage 3, but delta wave becomes 
dominant this stage appears between 12 and  
15 times of the whole sleep episode.

And the last big phase of sleep is the REM, which 
represents 20% to 25% of the normal sleep night, this stage 
covers all the strange behaviors of people during the sleep 
night including dreams, nightmare, etc. in this period of 
sleep the brainwaves (EEG signal) slowdown in terms of 
voltage.

The sleep stages study using EEG signal analysis is full 
of challenging tasks, there were other methods of sleep 
detection and using many other biosignals like the EOG, 
EMG, etc. but for the application in daily life if we use 
more signals inevitably, we must use more sensors and more 
devices, moreover, our solution will be embarrassing for the 
subject. The fact is that our solution does not concern only 
people with abnormalities it will be used also for daily life 
monitoring.

The sleep EEG signal (4) is strongly nonstationary for 
this reason, the wavelet transformation remains the most 
efficient for sleep EEG signal processing and evaluation. 
Wavelet radically change has been used for sleep staging (5)  
and alertness degree detection (6,7). Rechtschaffen et al. (8) 
in contrast the overall performance of 5 linear and quadratic 
classifiers, k nearest neighbors, Parzen kernels and neural 
networks in computerized sleep stages classification. 
Therefore, right here we deployed wavelet radically change 
and artificial neural networks (ANNs). the use of the EEG 
alerts in this work is to distinguish between the different 
states of our subjects, Awake, Stage1 + REM, Stage 2 and 
Sluggish Wave Sleep.

EEG signal waveform during sleep

The EEG signal changes in terms of frequency and 
amplitude as well, when the patient or the subject moves 
from one sleep stage to another (Figure 2). the EEG 
signal of an awake person is more reach of frequency in 
comparation to the sleep person whatever its stage.

When the subject is awake, his EEG waveform is reach 
of frequency because the brain is significantly active as 
illustrated in Figure 2A.

When the subject is in stage 1 of sleep, his EEG 
waveform starts to decrease in terms of frequency, as 
illustrated in Figure 2B.

When the subject is in stage 2 of sleep, his EEG 

Wake

Stage 1

Stage 2

Stage 3

Rapid eye movement sleep

A

B

C

D

E

Figure 2 The EEG signal during different sleep stages. (A) The 
EEG signal of the patient during awakeness. (B) The EEG signal 
of the patient during stage 1 of sleep. (C) The EEG signal of the 
patient during stage 2 of sleep. (D) The EEG signal of the patient 
during stage 3 of sleep. (E) The EEG signal of the patient during 
the rapid eye movement sleep. EEG, electroencephalogram.
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Figure 3 EEG signal raw data including all kinds of artifacts. EEG, electroencephalogram. 

waveform continues to slow down in terms of frequency, as 
illustrated in Figure 2C.

When the subject is in stage 3 of sleep, his EEG 
waveform continues to slow down in terms of frequency and 
amplitude, as illustrated in Figure 2D.

When the subject is in the REM sleep, his EEG 
waveform start to get fast and the frequency increases 
slightly, as illustrated in Figure 2E.

EEG signal processing scenarios

Signal characterization based on Frequency ranges

The EEG signal describes the electrical activity of the 
brain. But it doesn’t give an idea about the brain but the 
whole body. Especially the mood, the sleep state and many 
phenomena related to the human being state. Many brain 
disturbances can be featured by visual checking of the EEG 
signals. The experts in neurology and neuroscience such as 
doctors and physiologists, can distinguish easily if there are 
some abnormalities in the brain rhythm or not, due to their 
experience in the field. In all cases, there are normal ranges 
in terms of frequency and likewise for the magnitude. For 
example, when the patient or the subject moves from a 
mental state to another.

The EEG signal has an amplitude in the order of µvolts 
with a frequency that can reach 300 Hz. The recorder signal 
must be amplified before all signal conditioning stages 
including; digital-analog conversion, filtering, thresholding, 
etc. in order to make it useful for doctors as interpreters and 
for researchers since it is their field of study because the raw 
EEG signal is full of artifacts as illustrated in Figure 3, the 
patient related ones and external ones (9).

The neural activity of the human brain starts between the 

17th and 23rd weeks of prenatal development. It is believed 
that from this early stage and throughout life electrical 
signals generated by the brain represent not only the 
brain function but also the status of the whole body. This 
assumption plays an important role to motivate researchers 
for applying advanced digital signal processing methods to 
the EEG signals measured from the human brain (10).

The EEG signals can be used to diagnose several brain 
disorders like epilepsy, apnea, etc. one EEG signal that we 
record from one electrode consists of many waves. They 
are distinguished by their frequencies and their amplitude. 
They are called respectively alpha (α), theta (θ), beta (β), 
delta (ẟ), and gamma (γ). Berger mentioned (α) and (β) 
in 1929, after seven years Walter announced the delta (ẟ) 
rhythm to represent all frequencies less than alpha (α) 
and also, he called the range 4–7.5 Hz as theta (θ) wave. 
Then after that Jasper and Andrews used the symbol (γ) to 
describe waves that frequencies above 30 Hz (11).

Pre-processing of EEG signal

Actually, it is very challenging to detect the noise part of 
the EEG signal, because it includes many artifacts, usually 
there are two kinds of artifacts or noises, the first category 
is related to the subject like the motions, the breathing 
signals, EMG, ECG, etc. the second type of noise depends 
on the recording device the famous nose the power supply 
frequency. For this purpose, it is strongly recommended to 
use batteries to empower the recording devices. It is very 
important to have a clean signal in order to extract the 
features and make decisions accordingly (11-15). As our 
aim in this paper is sleep detection using the EEG signal, 
according to several previous works and papers; we make 
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the pre-processing before extracting the features. In this 
regard, there is a plenty of methods of EEG signal pre-
processing, too many researchers use the frequency selective 
filtering such as finite impulse response (FIR) or infinite 
impulse response (IIR) also the other selective digital filters 
(low pass, high pass, band-pass and band-stop filters) have 
been used to remove the both mentioned artifacts from the 
EEG signal. And some others use adaptive filtering methods 
like discrete wavelet transform (DWT) because it is more 
adaptive for non-stationary signals. In biosignals processing 
and especially electrophysiological signal, the filtering task is 
a bit difficult, because of the required types of filters. What 
is strongly important is the linear phase function in order to 
perform the pre-processing efficiently, for this purpose, we 
use Butterworth and elliptic IIR filters (Figure 4).

Wavelet transform

The DWT is a time frequency method of signal processing, 
according to many data scientists the DWT is the most 
suitable method for non-stationary signals, thus it is 
appropriate for EEG signal processing. The strength of this 
method lies in the time-frequency analysis (16-19). Thus, 
in this paper, we use the WT for the features extraction 
and as our features are mainly the brainwaves. Moreover, 
the features extraction is the most sensitive and critical step 
in biosignals processing. Dornhege et al. (20-22), because 
the classification is based on the preprocessed data, so this 

last must be clean and integral that we must keep only the 
useful part of the EEG signal and eliminate all the other 
components. That is why we made decision that the wavelet 
packet transform (WPT) is the effective method for this task.
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With

ψ(t): The wavelet function;
φ(t): The companion function;
CN,K: The approximation coefficients at level N;
dj,k: The detail coefficients or wavelet coefficients.

The function above describes only the standard wavelet 
function but many studies proved that we must have a 
wavelet orthonormal basis because always that function 
must satisfy the tradeoff between the localization of time 
and frequency. The most useful theorem is that one of 
Parseval as described by the equation below.

2 2
, ,
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In our study, we used a WPT with 7 levels in order 
to extract the brainwaves (Figure 5), Daubechies order 
two (db2) wavelets radically change used to be utilized to 
30-second epochs of EEG signal (23). And we selected 

EEG signal processing

Recording

Pre-porcessing Feature extraction Classification

Post-processing

Single channel
DWT
EMD
SIFT

SVM
ANN
KNN

IIR-FIR
Butterworth
Band pass filters

Figure 4 EEG signal processing and classification using different methods. EEG, electroencephalogram; IIR, infinite impulse response; 
FIR, finite impulse response; DWT, discrete wavelet transform; EMD, empirical mode decomposition; SIFT, scale-invariant feature 
transform; SVM, support vector machine; ANN, artificial neural network; KNN, K-nearest neighbors.
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manually the frequency ranges according as provided in 
Table 2.

WPT and selected sub bands

1. {0.39–<3.13 Hz}, Delta, Wavelet coefficient =[C38, C30, 
C31, C32]= S1

2. {3.13–<8.46 Hz}, Theta, Wavelet coefficient =[C33, C34, 
C22, C23, C35]=S
3. {8.46–<10.93 Hz}, Alpha, Wavelet coefficient =[C36, C25]= S3

4. {10.93–<15.63 Hz}, Spindle, Wavelet coefficient =[C26, 
C27, C28]= S4

5. {15.63–<21.88 Hz}, Betal, Wavelet coefficient =[C16, C17]= S5

6. {21.88–<37.50 Hz}, Beta 2, Wavelet coefficient =[C18, C5]= S6

Feature extraction

In order to extract the features by using the time frequency 
analysis, we performed that procedure in four stages as 
follow:

(I) Calculate the energy (E1 to E6) of the wavelet 
packet (WP) coefficients using Parseval’s equation 
for all the 6 bands one by one.

(II) Calculate the total energy E7.
(III) Calculate the Ratio of energy values of (E8, E9, E10).
(IV) Calculate the Mean absolute values of the 

coefficients in every sub-band.
(V) Calculate Standard deviation of all the coefficients 

in each sub band.

Classification of neural networks

In fact, the automatic sleep depth detection can be done 
using several methods. Nakayama et al. (24) already 
performed a comparison of 5 linear and quadratic classifiers, 
k-nearest neighbors, Parzen kernels and neural networks. 
According to that deep comparative study. There are 
also other methods using a single EEG lead or electrode. 
Mizuno et al. (25-27). But it was proven that the most 
efficient method is to use multichannel EEG signal with the 
ANNs classification.

The back propagation algorithm is the workhorse of 
learning in neural networks. It is a common method of 
training ANNs used in conjunction with an optimization 
method. Back propagation requires a known, desired 
output for each input value, neural net. Actually, back 
propagation1, 2, 3 is the coaching or getting to know 
algorithm as an alternative to the community itself. These 
are referred to Feed-Forward Networks or every now and 
then multi-layer perceptron’s (MLPs). The community 
operates in precisely the equal way as the others we’ve seen. 
A Back Propagation community learns by using example. 
You provide the algorithm examples of what you prefer the 
community to do and its adjustments the network’s weights 
so that (Figure 6), when education is finished, it will supply 
you with the required output for a specific input. Back 
Propagation networks are best for easy pattern recognition 
and mapping tasks 4.  

As simply mentioned, to instruct the community you 
want to supply its examples of what you want. the output 
you favor (called the Target) for a specific input (28-31).

f is the activation function and there are several types 
of such function (Figure 7). According to many previous 
papers; when we are dealing with deep learning issues, the 
recommended one is the rectified linear unit (RLU) (32-34).

The RLU is the most ordinarily utilized initiation work 
in deep learning models. The capacity returns 0 in the event 

EEG signal

C1

1 2 3 4 5 6

C3 C4 C2

Figure 5 Wavelet Packet Transform and selected sub-bands. EEG, 
electroencephalogram.

Table 2 The frequency ranges of each brainwave

Brainwave Delta Theta Alpha Spindle Beta

Frequency range (Hz) 0.39–3.13 3.13–8.46 8.46–10.93 10.93–15.63 15.63–21.88
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Figure 6 An example of weight calculation process, the circle in 
the middle represents an artificial neuron, it has the x1 to xn as 
input and the corresponding weights are w1 to wn.

Figure 7 Rectified linear unit activation function.

Figure 8 Example of a multilayer neural network. With A, B and C representing the artificial neurons, on the right side of the figure, we 
just extracted the neurons A, B and C in order to highlight their weights. 

A B

C

C

WAC

WAB

Input layer Hidden layer 1 Hidden layer 2 Output layer

A

B

that it gets any bad info, however for any certain worth x 
it returns that worth back. So, it tends to be composed as 
follow (35): f (x)= max (0, x).

(I) First practice the inputs to the community and 
work out the output—understand this preliminary 
output ought to be anything, as the preliminary 
weights had been random numbers.

(II) Next work out the error for neuron B. The error is 
What you prefer, What you clearly get. 

The solitary association learning in a back engendering 
calculation (Figure 8). The association we’re engaged with 
is between neuron (a hidden layer neuron) and neuron B 
(a yield neuron) and has the WAB. The format moreover 
recommends some other association, between neurons A 
and C, anyway we’ll get back to that later in this paper.

Back engendering has a few issues related to it (36). 
Maybe the charming perceived is called “Neighborhood 
Minima”. This happens because of the reality the 
calculation persistently changes the loads so as to reason 
the mistake to fall. If so, the calculation will “stalls out” 
and the blunder will now not lessen further. There are 
different alternatives to this issue. One is extremely simple 
and that is to reset the loads to remarkable irregular 
numbers and endeavor instructing again (this can also 
clear up various issues) (37-39). Another answer is to 
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Import raw EEG signal
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Signals classification

Features extraction

Pattern recognition neural network (view)

Input

Hidden Output

Output

1

18

16
b b

W W

Figure 9 The processing and classification process of the system. 
ANN, artificial neural network; EEG, electroencephalogram.

Figure 10 Trained neural network on MATLAB. 

add “force” to the weight change. This expertise that the 
weight substitutes this new delivery depends upon now not 
just on the current day blunder, anyway furthermore on 
going before changes.

W+ = W + Current trade + (Change on going before new 
delivery × steady) under 1.

There are other lesser referred to issues with Back 
spread too. These will in general show themselves as 
the organization gets bigger, however many can be 
overwhelmed by reinitializing the loads to various beginning 
qualities (40-44). 

The raw EEG signal is collected and it is preprocessed 
using wavelet transform. Then the entropy-based features 
are extracted and the features are fed to the trained neural 
network. The neural network will perform the classification 
(Figure 9) and the classified result is displayed in the graphic 
user interface (GUI).

Results and discussions

The highlights were extracted from 30-second fragments 

of the PzOz channel EEG signal. Prior to grouping, it 
was consequently essential that every one of the highlights 
is scaled to such an extent that the weighting of any 
element does not assume a more significant part than  
some others. 

After performing the training of our model (Figure 10) 
and using PhysioNet database Sleep EEG signals as our 
inputs, the ANN algorithm gave good results in terms of 
classification, it could distinguish different sleep degrees, 
especially the four targets Awake, stage 1, stage 2 and finally 
the slow wave sleep (SWS) which helps the medical staff to 
analyze the sleep state of each subject (Table 3). 

Irrespective of all the study that was performed in this 
paper to detect the depth of sleep using the EEG signal 
single channel and the ANN, many other studies and works 
can be done to enhance the sleep depth detection. Another 
important point that we must consider about is that the 
EEG analysis is not used only for the brain diagnosis but 
also it plays an important role in the daily life monitoring as 
it is a non-invasive procedure.

Conclusions

In our paper, we started by extracting features using WPT, 
and after that we performed the classification by using the 
deep learning. The real-time sleep detection using EEG 
signal is the most effective method for two reasons. The 
first one is noninvasive procedure. And the second reason 
is very precise one, cause all the human body behaviors 
including sleep are initiated by the brain. Even though the 
EEG signal recording has some drawbacks, since the EEG 
headset or electrodes are annoying little bit.
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