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Background: Large language models (LLMs) such as ChatGPT have emerged as a potentially powerful 
application in medicine. One of these strengths is the ability for ChatGPT to analyze text and to perform 
certain tasks. International Classification of Diseases (ICD) codes are universally utilized in medicine and 
have served as a uniform platform for insurance and billing. However, the task of coding ICDs after each 
patient encounter is time-consuming on physicians, particularly in fast paced clinics such as retina clinics. 
Additionally, searching for the most specific, correct ICD code may add additional time, resulting in 
providers electing for more general ICD codes. LLMs may help to relieve this burden by analyzing notes 
written by a provider and automatically generate an ICD code that can be used for the encounter.
Methods: In this study, we analyze the ability of ChatGPT to analyze retina encounters and to generate 
ICD codes for the encounter without any feedback. Text of mockup retina clinic encounters of various 
types of visits including new patient visits, return visits, post-operative visits, and injection-only visits were 
generated by three retina specialists.
Results: A total of 181 retina encounters were evaluated, with 84 eyes as right eyes, 97 eyes as left eyes. A 
total of 597 ICD codes were generated, with 305 consisting of retina codes (1.68 retina codes per eye). In 
total, 127/181 (70%) of responses resulted in a true positive result with at least one code provided providing 
a correct code for the encounter that a retina specialist could choose from. In total, 54/181 (30%) responses 
did not generate any correct code from the text. Further analysis showed that ChatGPT generated a 
response that was completely correct in 106 of 181 encounters (59%) with the remaining 75 encounters (41%) 
having some form of incorrect ICD even if it included the correct diagnosis.
Conclusions: This pilot study showcases ChatGPT’s ability without feedback to potentially alleviate 
physician burden in coding ICDs by generating a selection of codes. Further research is required to validate 
this potential use of LLMs to reduce burden on providers through ICD code generation.
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Introduction

The advent of a new generation of chatbots, built 
using large language models (LLMs), has led to many 
conversations about the potential benefits and risks of 
integrating this technology into medicine, including 
ophthalmology. The most popular LLM-based chatbot, 
ChatGPT (OpenAI, San Francisco, CA, USA), has been 
evaluated for its ability to accurately answer ophthalmology 
exam questions, provide patient information on retinal 
diseases, and generate differential diagnosis from case 
reports (1-4). These studies have shown impressive 
capabilities of ChatGPT, especially compared to previous 
artificial intelligence (AI) based language models. Many 
researchers and clinicians have speculated on uses for this 
technology, with advocates suggesting that LLMs may be 
useful in decreasing physician burden if integrated into 
the electronic health record. It has been suggested that 
ChatGPT could be used to fill out orders or generate 
International Classification of Diseases (ICD) codes based 
on medical notes (5). Here, we specifically explore the 
capability and accuracy of ChatGPT in the proposed task of 
generating ICD codes.

The ICD classification was designed by the World 
Health Organization (WHO) to classify medical diseases 
and procedures, with uses in medical research, tracking 
healthcare, and billing (6). Specifically, the ICD-10 
classification became required in the United States in 

October of 2015, and its implementation has been found 
to help provide a more reliable database for research, 
compared to previous iteration of the ICD (7). ICD-
10 codes can be up to seven characters long and a single 
diagnosis can account for several codes. For example, coding 
diagnostic retinopathy requires choosing the ICD-10 code 
based on type, stage, laterality, and includes presence of 
macular edema or retinal detachment (7,8). Thus, choosing 
a specific code for a clinical encounter is not a trivial task 
and requires knowledge of not only the diagnosis, but also 
familiarity with this coding system.

Currently, the ICD-10 code is assigned by the medical 
provider which can be a time-consuming task, especially 
with complex patients who may have multiple ongoing 
medical problems. This coding system also introduces 
potential for human errors and there may be inconsistencies 
in coding practices among various practices and providers. 
Leveraging AI for this task poses the ability to streamline 
the coding process, increasing efficiency in clinical settings 
and providing more consistency in coding practices. 
Additionally, OpenAI has released a “research demo” 
version of ChatGPT that is free and easy to use, unlike 
some of the other language models. In this work, we 
evaluate ChatGPT in its ability to generate ICD-10 codes 
based on mockup patient encounters generated by three 
retina specialists. In this study, we provide ChatGPT with 
example cases and compare the ChatGPT-generated ICD 
codes to that of specified by the retina specialist.

Methods

Text of a mockup retina clinic encounter of various types of 
visits including new patient visit, return visit, post-operative 
visit, and injection-only visit were generated by three retina 
specialists. The text was inputted into ChatGPT with a 
request to provide an ICD-10 code. No feedback was given 
to ChatGPT following any encounter and the encounters 
were entered sequentially without starting a new chat. 
Considering the nature of the study, the study was exempted 
from institutional review board. The result provided by 
ChatGPT included a definition in addition to the ICD 
code, as seen in Figure 1, however evaluation was based on 
the numeric ICD code provided, rather than the definition. 
The ICD code provided by ChatGPT was then converted 
into a formal diagnosis based on the ICD handbook. The 
diagnosis given by the ChatGPT-generated ICD code was 
compared to the diagnosis provided by the retinal specialist 
at the retina clinic.

Highlight box

Key findings
• In this study, ChatGPT can analyze retina encounters to generate 

International Classification of Diseases (ICD) codes with a 70% 
true positive rate for retina specialists to select from.

What is known and what is new?
• Large language models (LLMs) are emerging artificial intelligence 

(AI) technologies with numerous benefits in medicine.
• ICD coding is an important, yet time-consuming aspect in many 

medical specialties.
• This study analyzes ChatGPT, a relatively new and popular LLM, 

in providing retina specialist providers with a correct ICD code 
after analyzing the clinic encounter with the goal of increasing 
efficiency in busy retina clinics.

What is the implication, and what should change now?
• Utilizing the LLM ChatGPT, there may be benefit for applying 

LLM AI to medical encounters to optimize efficiency and accurate 
medical coding.
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If a retina clinic encounter was treating both eyes for 
retinal pathologies, both eyes would be evaluated for 
ChatGPT’s ICD code generation. As this pilot study was 
aimed at a retina encounter, evaluation of ChatGPT output 
was done for the retinal pathologies mentioned; notes 
often mentioned phakic status and thus a code for cataract 
or intraocular lens was also generated. If multiple retinal 
diagnoses were mentioned in the retinal encounter, the 
primary code would be evaluated (e.g., a visit for exudative 
age-related macular degeneration would be evaluated 
for the exudative age-related macular degeneration code, 
even if a code for an epiretinal membrane was described. 

However, if the patient were coming to the clinic for 
epiretinal membrane, the epiretinal membrane code would 
be evaluated). A code that may have been generated for 
a retinal diagnosis that was not mentioned in the retina 
encounter was included in the sub-analysis but not for 
evaluation of the determined ICD code from ChatGPT on 
whether it got the ICD code correct unless it was the only 
retina ICD available. Additionally, ChatGPT often provided 
an “X” in its ICD output [e.g., “non-exudative age-related 
macular degeneration: right eye (OD): H35.31X1”]. There 
is no “X” in ICD codes but looking at online sources, these 
“X”s are utilized as placeholders. If an “X” was provided, 
this “X” was omitted to generate a true numeric-only 
code e.g., “H35.31x1” was evaluated as “H35.311”. All 
encounters without a retinal pathology or diagnosis in 
the note were excluded. A true positive was assigned for 
an encounter when any of the ICD codes generated by 
ChatGPT matched the actual retinal diagnosis from the 
clinic encounter. The rationale for having any ICD code 
correct as the criteria for true positive is that LLMs may 
help to optimize clinic flow and allow for retina specialists 
to quickly select from generated ICDs, rather than fully 
relying on the LLM for providing the only correct ICD 
without a retina specialist confirming.

Results

A total of 181 mockup retina encounters were evaluated, 
with 84 eyes as right eyes, 97 eyes as left eyes. A total of 
597 ICD codes were generated, with 305 consisting of 
retina codes (51% of total consisting of retina codes, 1.68 
retina codes per eye). This total code count also included 
past medical history included in the note including 
hyperlipidemia, hypertension, and hyperthyroidism. In 
total, 127/181 (70%) of responses resulted in a true positive 
result with at least one code provided matching a correct 
code. In total, 54/181 (30%) responses did not generate 
a correct code from the text. An additional sub-analysis 
analyzed whether ChatGPT coded the retina encounter 
and diagnosis completely correct. If ChatGPT got any of it 
incorrect, it would be counted as incorrect in this analysis 
even if some were correct. In this analysis, ChatGPT 
achieved a “correct only” in 106 of 181 encounters (59%) 
with the remaining 75 encounters (41%) having some 
form of incorrect diagnosis even if it included the correct 
diagnosis (Table 1). Additionally, all of the ChatGPT 
responses included one of the following notes: “Please note 
that the codes provided are for reference purposes only. It is 

Table 1 Results of ChatGPT’s generation of ICD coding by 
“correct”, “correct only”, and “incorrect” for mockup retina 
encounters

Subgroup Results Percentage

Correct 137/181 70

Correct only 106/181 59

Incorrect 54/181 30

“Correct” was defined by producing at least one correct ICD 
code for a clinician to choose from; “correct only” was defined 
as generating only the correct ICD codes for the encounter; 
“incorrect” was defined as not generating any correct ICD codes 
for the mockup retina encounter. ICD, International Classification 
of Diseases.

Figure 1 Sample text inputted from retina clinic encounter into 
ChatGPT with request for laterality-specific ICD-10 diagnosis 
codes. This retina encounter included demographic information, 
history of present illness, exam, and impression including plan 
and follow-up. ICD, International Classification of Diseases; IOP, 
intraocular pressure; OD, right eye; OS, left eye; RPE, retinal 
pigment epithelium; AMD, age-related macular degeneration; OU, 
both eyes; AREDS, age-related eye disease study; F/U, follow-up.
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important to consult the complete ICD-10 coding manual 
and validate the codes with the most recent version for 
accurate and specific coding. The assigned codes should be 
based on the patient’s medical records and condition, and 
they should be assigned by a healthcare professional.” or 
“Please note that ICD-10 codes may change over time, so 
it’s always a good idea to refer to the most current coding 
guidelines and resources for accurate coding”. Figure 2 
showcases ChatGPT’s ability to provide a correct ICD 
code for retina specialists to select from (“H35.31—non-
exudative age-related macular degeneration” for a bilateral 
non-exudative age-related macular degeneration visit), but 
may also fall into traps to provide incorrect codes at times 
(“H35.32—exudative age-related macular degeneration” 
for the same visit with no exudative age-related macular 
degeneration diagnosis).

Discussion

Overall, ChatGPT provided the correct ICD codes most 
of the time, with a 70% true positive rate. As a strength, 
ChatGPT was able to withhold from giving a diagnosis 
from an eye if only one eye was affected. In addition, it 
would occasionally note when laterality (right eye/left 
eye) was not indicated in the encounter with the following 

message: “Please note that the information does not 
indicate any specific laterality for the vitreous degeneration 
or refractive error”.

However, despite the 70% true positive rate, there 
were several weaknesses in ChatGPT’s ability to provide 
ICD codes. First, there were instances when ChatGPT 
provided an impressive description of the pathology which 
should have resulted in the correct ICD code, but the ICD 
code provided was completely fabricated. For example, 
ChatGPT gave an output of “advanced non-exudative age-
related macular degeneration, familial variant: H35.3491” 
which does not exist as an ICD-10 code. Interestingly, 
ChatGPT would occasionally also give an ICD code for the 
absence of a disease. For example: “no evidence of diabetic 
retinopathy: E11.329”.

Another weakness was that if there was non-exudative 
age-related macular degeneration in both eyes, ChatGPT 
would occasionally code the right eye correctly but then 
code the left eye as exudative. Wrong eye designation by 
ChatGPT was done a total of 12 times (6.6%). Looking 
at the ICD codes, the numerical difference between the 
right and left eye is 0.001 (e.g., H35.311 is non-exudative 
age-related macular degeneration, right eye, and H35.312 
is non-exudative age-related macular degeneration, left 
eye), but ChatGPT instead added 0.01 to H35.31 (non-

Figure 2 ChatGPT’s generated laterality-specific response to the retina clinic encounter for non-exudative age-related macular degeneration 
in both eyes. The generated text provided “H35.31” for the right eye which codes for the ICD description: “non-exudative age-related 
macular degeneration”. In the left eye, ICD H35.32 codes for “exudative age-related macular degeneration”. For “both eyes”, ICD H35.30 
codes is “unspecified macular degeneration”. ChatGPT ultimately provided a correct ICD to select for the encounter (H35.31, non-
exudative age-related macular degeneration), but also coded exudative age-related macular degeneration for a true non-exudative age-related 
macular degeneration in the left eye. ICD, International Classification of Diseases; AMD, age-related macular degeneration.
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exudative age-related macular degeneration) to become 
H35.32 (exudative age-related macular degeneration) which 
led to an error. This trend often occurred sequentially, 
possibly because no feedback was given to ChatGPT. 
Towards the end of the analysis, ChatGPT started making 
more incorrect assignments solely on eye designation, but 
the underlying pathology was correct (e.g., “H35.322” 
for the right eye which equates to “exudative age-related 
macular degeneration, left eye”). This mistake may have 
been avoided by creating a new chat every time. Providing 
ChatGPT with feedback when it made such a mistake 
may have also improved its performance, which is a future 
direction in this research. It has been shown that the quality 
of output is sensitive to the prompt given. For example, 
one work found that adding the phrase “Let’s think step by 
step” significantly improved the reasoning capabilities of 
language models (9). Similarly, providing ChatGPT with 
feedback may have improved its ability to generate sensible 
ICD codes.

It  i s  a lso wel l-documented that  ChatGPT can 
“hallucinate” information with the creators of ChatGPT 
warning that the chatbot can sometimes “write plausible-
sounding but incorrect or nonsensical answers” (10). This 
may account for instances in which ChatGPT was able 
to provide an accurate description of the condition but 
proceeded to fabricate an ICD code. Additionally, the ICD 
codes are updated yearly, whereas ChatGPT was trained 
on data prior to 2021 and is not regularly updated with new 
information (11). There are plug-ins available that allow it to 
access the internet but these currently limited in scope (12).  
However, with availability to the internet and the updated 
ICD code guidelines, perhaps ChatGPT would have 
provided more accurate results.

There are a lso potentia l  ethical  and academic 
implications for the deployment of ChatGPT for 
diagnostic coding. Medical billing is a process that requires 
utmost professionalism and integrity from clinicians. 
Ensuring consistency and accuracy of ICD coding for 
matching clinical documentation encounters serves to fair 
reimbursement for providers. Mismatches in ICD coding 
may result in dilemmas for various individuals including 
the clinician, patient, insurance, and stakeholders; thus, it 
is important to note that the utilization of LLMs may be 
utilized to assist in the efficiency of a medical practice, but 
the clinician should review and finalize the final selection 
provided. Another point of discussion is that this utilization 
of LLMs for ICD coding may generate further discussions 
in the academic research and quality-improvement 

setting such as registry-based studies. These studies may 
be impacted under full-autonomous ICD coding, thus, 
highlighting the importance of the clinician to ensure that 
the ICD codes provided by the LLM match the clinical 
encounter.

In addition to the current limitations to ChatGPT, there 
are also several limitations to this study. First, we applied 
no feedback to ChatGPT. Given the strength of LLMs 
to learn based on feedback, this was a major limitation to 
fully utilizing the potential of LLM technology. Another 
limitation is that not all ICDs provided by ChatGPT 
were evaluated during the encounter. This limitation may 
not be as critical for a sub-specialty clinic such as a retina 
clinic that is actively examining AMD, however, this may 
be a limitation regarding understanding ChatGPT for 
specialties such as primary care where multiple pathologies 
may be extensively discussed for each patient. Additionally, 
ICD codes are often reviewed by billing specialists and may 
sometimes be requested to be revised; both the clinic ICD 
and ChatGPT generated ICD were not compared side-
by-side regarding accuracy in the real-life setting of billing 
specialists, however, this may serve as a future study to 
determine if it’s a real-life applicability.

This study also utilizes the version of ChatGPT which 
is built on GPT-3.5. Several studies have shown that the 
newer GPT-4 model outperforms GPT-3.5 with higher 
performance on a number of tasks (11,13). However, for 
this initial analysis, we focused on GPT-3.5 since it is freely 
available whereas GPT-4 requires a paid subscription. 
Other less popular and less accessible, LLMs have also been 
developed that are specifically trained with data from the 
EHR and thus may perform better at this task. For example, 
ClinicalBERT and GatorTron are LLMs that were 
developed based on clinical notes from different medical 
centers (14-16). Unlike GPT-3.5, which was trained on a 
large corpus of text, these types of models are more targeted 
towards clinical tasks and may result in better ICD code 
generation. Furthermore, providing the ICD codes with 
their definitions in the original prompt to ChatGPT may 
have greatly improved performance since then the model 
would not rely on its original training, which includes 
texts from across the internet, but instead focused on the 
definitions of ICD codes given to it in the prompt. Future 
research may be utilized to analyzing prompt engineering 
and feedback fine-tuning of LLMs in ICD coding against 
LLMs without feedback fine-tuning to stratify and compare 
the benefits of improving.

ICD coding has also been an interest in other forms 
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of AI. Teng et al. discuss the application of deep neural 
networks for ICD coding (17). As ICD coding is vulnerable 
to human error, there has been prior research with 
machine learning and deep learning techniques. One of 
the large challenges noted in ICD coding includes distinct 
writing styles, non-relevant information for coding, and 
long documents. These variables represent challenges in 
consistent ICD coding, however, Teng et al. describe a 
general deep neural network architecture for ICD coding 
that employs an input layer, representation layer, feature 
layer, and output layer. The input layer employs multi-
source data input, including external knowledge, such as 
the ICD-10 taxonomy, free-input that comes from the 
health records, and the code relationship. The technical 
aspects of the representation and feature are outside the 
scope of this discussion, however, the feature layers employ 
convolutional neural networks (CNNs) to extract various 
features from the data that are critical for output layer 
generation. Lastly, the output layer generates the ICD 
code as well as takes into account the loss function with 
subsequent back-propagation for further optimization. 
Teng et al. discusses various CNNs and their iterations 
including attention-convolution and dilated convolution 
that can be applied to ICD coding. Ultimately, these 
advances in AI applied to ICD coding may be merged with 
advances seen here in LLM technology to construct more 
accurate and efficient models.

Research in other aspects of the LLM optimization 
have been explored including being able to visualize/
analyze images and engaging with the technology with 
voice. In September 2023, OpenAI announced the ability 
of ChatGPT to analyze voice and image input (18). This 
optimization of LLM input may further optimize ICD 
coding. Along with further validation in cybersecurity 
and privacy, this technique may have the potential to take 
in voice-based clinical encounter discussions to generate 
ICD codes. This would further optimize clinic workflow 
compared to the methods of the aforementioned study as 
no text input would be required. Additionally, clinicians 
may not document their final encounter note immediately 
after the clinical encounter, thus, ICD code generation 
with LLMs must be performed after this manual step. By 
employing voice-based LLMs, ICD code selections may 
be available immediately after the patient encounter has 
finished. Future research may be geared towards these 
optimizations in LLM technology in ICD coding as well 
as the cybersecurity research that must go behind these 
technologies to ensure safe clinical implementation.

Conclusions

Overall, in this study, we reviewed how ChatGPT could be 
used in the practice of generating ICD codes. As it stands, 
the widely available version of ChatGPT can provide 
accurate responses most of the time but still has several 
drawbacks, including hallucinating false codes or mistaking 
numbers despite understanding the diagnosis. This limits 
its use in current clinical practice but prompt tuning with 
code definitions, access to the internet, a more advanced 
language model like GPT-4, or models specifically trained 
on EHR records may improve the performance of LLMs 
such as ChatGPT in the task of ICD code generation. This 
could improve clinical efficiency and reduce inconsistencies 
in ICD coding.
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