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Introduction

Background

The largest body organ is the skin, so it is not strange that 
skin cancer has the highest rate among human compared 
to other cancer types (1,2). The skin cancers are divided 
into two parts, melanoma and non-melanoma (3). Similar 
to other cancers, it is important to diagnose the cancer in 
the early stages. Melanoma is the deadliest type of skin 
cancer (4). It happens when melanocytes cells grow and 

become out of control. It can happen in any part of the 
body, but most in parts that are exposed to sunlight (5). 
The only way that the skin cancer can be detected now is 
to use biopsy, which is removing sample from the skin part 
to determine if it is cancerous or not (5). Due to medical 
mistakes (6) that sometimes happens, it is wise to use 
automatic detection method to help physicians to detect 
the cancer as soon as possible. Using machine learning 
methods, the process of detecting the cancer can be much 
faster. In recent decade, deep learning is considered to be 
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one of the best methods in detection and recognition (5).

Rationale and knowledge gap

Data is the most important part in machine learning 
methods. More data can help to train the learning model 
better and reduce overfitting. When the model cannot 
generalize well, and it fits completely or closely to the 
training data, overfitting happens. Usually, there are not 
enough data in learning problems due to difficulties in 
creating the datasets, especially when the data are images. 
The data needs to be labeled, which takes a long time for 
large datasets. For this reason, one of the main tasks in each 
learning problem is how to increase the number of images 
in the dataset. Many methods to increase the images have 
been discussed in the paper.

Feature extraction is the second important part of a 
classification system. By feature extraction, one tries to 
extract the most important information from the data. 
In deep learning structures, the feature extraction and 
classification part are done in one phase. When working 
on images, it is important to extract the features from 
the areas that there is higher probability to contain 
the information that we are looking for. In skin cancer 
datasets, most of the skin parts that needs attention are 
located at the center of the image (refer to Figure 1). This 
fact has been used in this paper in order to improve the 
feature extraction part. Three different convolutional 
neural networks (CNNs) are trained and the output of 
each are combined and feed to a fully connected network 
(FCN). Results show improvement in the detection rate 
based on this combination.

This paper is subdivided into four different parts. The 
“Methods” section describes the literature review, the 
methodology that was used and the idea of using deep 

learning and transfer learning is described in detail. In the 
“Results” section, the results and comparison with other 
methods are presented. The “Discussion” section states the 
conclusion and presents some ideas for future works. The 
author presents this article in accordance with the TRIPOD 
reporting checklist (available at https://jmai.amegroups.
com/article/view/10.21037/jmai-23-67/rc).

Methods

Literature review

Different researchers have worked on skin cancer problem. 
In this part, we will have a quick review of different 
methods that have used so far. Ali et al. used LightNet 
for classification. Their model was suited for mobile 
applications. The tests were applied over International Skin 
Imaging Collaboration (ISIC) 2016 datasets and the results 
were published based on accuracy (81.60%), sensitivity 
(14.90%), and specificity (98.00%) (8). Dorj et al. used 
support vector machine (SVM) with deep SVM to diagnose 
different types of skin cancers such as basal cell carcinoma 
(BCC), squamous cell carcinoma (SCC), and melanoma. 
BCC and SCC are among non-melanoma cancers that 
do not spread to other parts and be detected much easier 
compare to melanoma cancers (9). Their algorithm was 
tested on 3,753 images, which include four kinds of skin 
cancers images. The best results that they got for accuracy, 
sensitivity, and specificity were 95.1% (SCC), 98.9% (actinic 
keratosis), and 94.17% (SCC), respectively. Minimum 
values were 91.8% (BCC), 96.9% (SCC), and 90.74% 
(melanoma), respectively (9).

Esteva used CNN to classify the images into three 
categories Melanoma, benign Keratinocyte carcinomas and 
benign seborrheic keratosis (SK) (10). In reference (11),  
a hybrid system based on SVM, sparse coding and deep 
learning method were used for skin cancer detection. 
They used ISIC, which contained 2,624 clinical cases of 
melanoma [334], atypical nevi [144], and benign lesions 
[2,146]. Two-fold cross-validation was used 20 times for 
evaluation, and for classification two tasks were presented: (I) 
melanoma vs. all non-melanoma lesions, and (II) melanoma 
vs. atypical lesions only. For the first task an accuracy of 
93.1%, 94.9% recall, and 92.8% specificity, and for the 
second task 73.9% accuracy, 73.8% recall, and 74.3% 
specificity.

Harangi et al. used CNN combining of AlexNet, 
VGGNet, and GoogleNetfor structures (12). Kalouche 
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Figure 1 Nine images from ISIC 2020 dataset, original size (7). The licensed material is licensed under this public license: https://
creativecommons.org/licenses/by-nc/4.0/legalcode.txt. ISIC, International Skin Imaging Collaboration.

used CNN and focused on edges to detect skin cancer (13).  
Rezvantalab et al. showed that deep learning models 
outperforms other models by at least 11%, DenseNet201, 
Inception v3, ResNet 152, and InceptionResNet v2 were 
used (14). Sagar et al. used ResNet-50 with deep transfer 
learning over 3,600 lesion images that were chosen 
from ISIC dataset. The proposed model showed better 
performance than InceptionV3, DenseNet169 (15). In 
Jojoa Acosta et al. work region of interest was extracted by 
mask and region-based CNN, and ResNet152 was used for 
classification. 2742 images from ISIC were used (16).

Some other papers were also published based on 
generative adversarial network (GAN) and progressive 
GAN (PGAN). Rashid et al. used GAN on ISIC 2018 
dataset.  They tried to diagnose benign keratosis, 

dermatofibroma, melanoma, melanocytic nevus, vascular 
lesion, etc. Deconvolutional network was used, and they 
reached to 86.1% accuracy (17). Bisla et al. used deep 
convolutional GAN and decoupled deep convolutional 
GAN for data augmentation. ISIC 2017 and ISIC 2018 
were among the datasets that were used. They reached to 
86.1% accuracy (18). Ali et al. used self-attention based 
PGAN to detect vascular, pigmented benign keratosis, 
pigmented Bowen’s, nevus, dermatofibroma, etc. ISIC 2018 
dataset was used. A generative model was enhanced with 
a stabilization technique. The accuracy was 70.1% (19). 
Zunair et al. designed a two-stage framework for automatic 
classification of skin lesion images. Adversarial training and 
transfer learning were used reference (20). A list of other 
related papers can be found in reference (5).

https://creativecommons.org/licenses/by-nc/4.0/legalcode.txt
https://creativecommons.org/licenses/by-nc/4.0/legalcode.txt
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Methodology

In the next two subsections, the proposed method is 
discussed. In the first part, the augmentation and image 
processing part are described. The model is described in the 
second subsection.

Preprocessing
Preprocessing is an important part of medical images. Two 
different tasks should be considered in preprocessing. One 
is an image preparation part that fix some color issues or 
enhance the image and the other one is data augmentation 
part in which the number of images in the dataset is 
increased in different ways. The first step was to normalize 
the images. This was done by subtracting the mean of 
the red, green, blue (RGB) value from the images in the 
dataset. This method was suggested by Krizhevsky et al. (21).  
For building a strong CNN many images are needed for 
training and testing which is a huge challenge for skin 
cancer detection problem. Creating large datasets with 
variety in different cancer types is time-consuming. The 
data set that is used for this research is ISIC 2020 (7,22). 
It contains, 33,126 dermoscopic training images from  
2,000 patients. In total, 1,400 (around 4%) of these images 
were chosen for testing and set aside. Only the training 
set is augmented to provide more examples to the model 
and increase its robustness (while the test set does not 
need to be augmented, since real images are needed to test 
performance). In order to increase the number of training 
images, each image was rotated 10 degrees which resulted 
in 35×31,726 new images.

Transfer learning
Training CNN is not an easy task, the reason is CNN needs 
many images for training and testing. Transfer learning is 
used to overcome the problem of not having many images 
in addition to image enhancement. In transfer learning, a 
network will use the weights of a neural network that was 
trained on another image dataset similar to what we want 
to exploit, and the dataset have had enough samples. In 
this work, transfer learning was exploited as follows: First, 
the CNN weights for ImageNet (23) are used as the initial 
weights for the network. It means that a CNN was fully 
trained by using the ImageNet dataset. In this network, the 
last layer (the last layer of the fully connected layer) that 
is designed for classification of 1,000 classes (number of 
classes in ImageNet) is changed with a softmax layer with 
two classes (melanoma vs. non-melanoma), which is binary 

classification (just to mention instead of softmax sigmoid 
function can also be used). In softmax layer, the number 
of nodes is equal to the number of outputs, and the value 
shows the probability of each output. In the next step, back-
propagation (a method that tries to adjust the weights based 
on the error in the output) is applied to the network to fine-
tune the weights, so the network become more compatible 
with the new classes. What is important is not allowing the 
weights to be changed dramatically, so a small learning rate 
should be used. Learning rate, is a hyperparameter used in 
neural network to control the change in model based on 
the error. By using a high learning rate, the weights will be 
totally ruined. Applying the back-propagation to a certain 
point can be considered as a hyperparameter in the training 
process.

Another technique that is used in this paper, is similar 
to the idea used in (24) but the structure used is more 
advanced and is combined with transfer learning. Three 
different networks were trained based on different images 
and transfer learning. One, for the images with the real 
size, which means to apply the whole process described 
above over the skin cancer dataset. In skin cancer detection 
problem, the area that is cancerous is in the middle of 
the image and most of the surrounding part belongs to 
the skin part that is not cancerous and may mislead the 
network. There are two ways to overcome this problem. 
One is segmentation (25,26) and the other is the proposed 
method. Segmentation divides the image into two parts, 
the cancerous part and other part of the image, but it 
has its own drawbacks. The main drawback is that the 
segmentation problem has errors which will affect the 
learning. In the proposed method, two other networks 
were trained. One for the images with cropping 50% of the 
original image and then resizing it back to the original size 
and the third one for the images with cropping 75% of the 
original image and resize it. Figures 1-3 show the images 
with original size, 75%, and 50% crop.

The three networks were trained and fine-tuned. Then 
the information from the global-average-pooling-two-
dimensional (2D) (pooling layer reduces the dimensions and 
finds the highest response in local parts of the feature map) 
were combined to create a vector based on the information 
extracted from the three structures. A fully connected layer 
was created with two outputs. Figure 4 shows the whole 
structure.

The value for number of batches, learning rate, 
and epochs were 32, 10, and 0.0001, and the learning 
rate for fine-tuning was 0.00001. The CNN used was 
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Figure 2 Nine images from ISIC 2020 dataset, each image was cropped (75%) and then resized (7). The licensed material is licensed under 
this public license: https://creativecommons.org/licenses/by-nc/4.0/legalcode.txt. ISIC, International Skin Imaging Collaboration.

MobileNetV2, a CNN with 53 layers.
The performance of the proposed structure is measured 

with the following measures.

( ) ( )Accuracy TP TN TP TN FP FN= + + + +  [1]

( )Recall TP TP FN= +  [2]

( )Precision TP TP FP= +  [3]

Where TP, TN, FP, and FN stand for true positive, true 
negative, false positive, and false negative, respectively.

Results

The experiments were done on Lambda laptop, with GPU 
NVIDA RTX 3080 Max-Q, VRAM 16 GB GDDR6, 

CPU Intel Core i7-1 1800H, and RAM 64 GB 3200 MHZ  
DDR4. Figure 5 shows the accuracy and loss of the 
proposed method and Figure 6 shows the receiver operating 
characteristic (ROC) curve.

Figure 5 shows the plot for accuracy and loss. Table 1 
shows the result for the proposed method comparing to 
some other methods, and Table 2 shows the confusion 
matrix. It is worth mentioning that the test set for some 
methods may differ from each other.

Discussion

The results show that the proposed method outperform 
other methods in accuracy and recall, also it is comparable 
to other methods in case of precision. Based on the 

https://creativecommons.org/licenses/by-nc/4.0/legalcode.txt
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proposed structure the model has more focus on the 
cancerous part of the image compare to using a simple 
deep learning model. Another achievement in this work 
was using different techniques of image augmentation to 
increase the number of images in the training set. Applying 

this technique with the aid of transfer learning increased the 
detection rate compared to other methods.

The only drawback that our method has is it takes more 
time if the program is used in sequential way. Using parallel 
programming will omit the drawback and it will be as fast as 

Full image Global average polling

75% crop image Global average polling Concatenate Fully connected SoftmaxCNN

50% crop image Global average polling

Figure 4 Proposed structure for skin cancer detection. CNN, convolutional neural network.

Figure 3 Nine images from ISIC 2020 dataset, each image was cropped (50%) and then resized (7). The licensed material is licensed under 
this public license: https://creativecommons.org/licenses/by-nc/4.0/legalcode.txt. ISIC, International Skin Imaging Collaboration.

https://creativecommons.org/licenses/by-nc/4.0/legalcode.txt
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other methods.

Conclusions

In this paper, a multi-scale structure was designed and 
implemented for skin cancer detection. The system was 

capable of detecting the melanoma vs. non-melanoma. The 
accuracy was improved by using some image processing 
techniques to increase the quality and quantity of the 
training images. By using a multi-scale structure, the 
performance was increased compared to other methods. 
For the future other experiments can be done using other 
deep learning structures. Some other image processing 
techniques can also be applied such as removing the hair 
and marks from the images. There are different methods, 
among them deep learning methods has shown better 
results (28).
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Table 1 Comparison of the proposed methods with other methods

Method
Recall 

(%)
Precision 

(%)
Accuracy 

(%)
Dataset

(8) 14.9 – 81.6 ISIC 2016

(24) – – 90.3 ISIC

(27) 81 75 81 170 skin lesion images

(15) 77 94 93.5 3,600 lesion images 
from the ISIC dataset

(16) 82 – 90.4 2,742 dermoscopic 
images from ISIC 
dataset

Proposed 
method

88.5 91.7 94.42 ISIC 2020

ISIC, International Skin Imaging Collaboration.

Table 2 Confusion matrix for test data

Predicted value/actual value Cancer Non-cancer

Cancer 354 46

Non-cancer 32 968
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