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Using a machine learning model to risk stratify for the presence of 
significant liver disease in a primary care population
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Background: Current strategies for detecting significant chronic liver disease (CLD) in the community are 
based on the extrapolation of diagnostic tests used in secondary care settings. Whilst this approach provides 
clinical utility, it has limitations related to diagnostic accuracy being predicated on disease prevalence and 
spectrum bias, which will differ in the community. Machine learning (ML) techniques provide a novel way 
of identifying significant variables without preconceived bias. As a proof-of-concept study, we wanted to 
examine the performance of nine different ML models based on both risk factors and abnormal liver enzyme 
tests in a large community cohort.
Methods: Routine demographic and laboratory data was collected on 1,453 patients with risk factors for 
CLD, including high alcohol consumption, diabetes and obesity, in a community setting in Nottingham 
(UK) as part of the Scarred Liver project. A total of 87 variables were extracted. Transient elastography (TE) 
was used to define clinically significant liver fibrosis. The data was split into a training and hold out set. The 
median age of the cohort was 59, mean body mass index (BMI) 29.7 kg/m2, median TE 5.5 kPa, 49.2% had 
type 2 diabetes and 20.3% had a TE >8 kPa.
Results: The nine different ML models, which included Random Forrest classifier, Support Vector 
classification and Gradient Boosting classifier, had a range of area under the curve (AUC) statistics of 0.5 to 
0.75. Ensemble Stacker model showed the best performance, and this was replicated in the testing dataset 
(AUC 0.72). Recursive feature elimination found eight variables had a significant impact on model output. 
The model had superior sensitivity (74%) compared to specificity (60%).
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Introduction

Background

Globally, chronic liver disease (CLD) is an emerging 
epidemic with challenges in diagnostics and clinical 
management at both a patient and population level. Any 
chronic injury results in liver fibrosis (scarring), which is 
reversible in the initial stages due to the regenerative capacity 
of the liver. However, progression from fibrosis to advanced 
cirrhosis can result in liver failure which is associated with 
high risk of mortality for patients and a high healthcare 
burden for society. Liver disease has been dubbed ‘the silent 
killer’ as often there are only symptoms in late stages of 
disease; approximately 50% of patients are first diagnosed 
with liver disease on an emergency admission to hospital (1).

Lifestyle related liver damage is the most common cause 

worldwide of liver disease with non-alcoholic fatty liver 
disease (NAFLD) being present in approximately 25% of the 
population globally (2). Combined with an aging population, 
an exponential rise in liver disease due to increasing obesity 
and type 2 diabetes mellitus (T2DM), is expected (3). In 
Europe, alcohol liver disease (ALD) is also increasing and 
attributed to aetiology of disease in over 50% of cirrhotic 
patients. Moreover, ALD is the 2nd highest cause of years 
of working life lost in the UK (4,5). There are no licensed 
treatments for lifestyle related liver disease and internationally 
there is a call by experts for the need for fundamental change 
in order to prevent disease; both by decreasing influential 
lifestyle factors and improving early disease diagnosis when 
reversibility of the condition is possible (5).

Rationale and knowledge gap

Effectively testing for liver disease is challenging because 
symptoms occur late. The reliance on liver functions 
tests (LFTs), which has been the traditional method of 
diagnosing suspected CLD, is flawed. LFTs often do not 
detect significant liver disease; up to 90% of patients with 
severe liver disease have normal LFTs (6). In contrast, up 
to 20% of LFTs are abnormal, which leads to possible 
over investigation as the majority of these patients never 
develop liver disease (7). Non-invasive diagnostic tests such 
as transient elastography (TE) and the serum enhanced 
liver fibrosis (ELF) tests are only available in certain 
geographical areas and are often relatively expensive and 
largely based in secondary care (8). There are a number of 
further challenges to current diagnostics in CLD within the 
context of a community setting. Firstly, many of these tests 
have been derived in secondary care populations and then 
extrapolated to a community setting. The prevalence of 
disease and spectrum bias will differ between secondary care 
and community care, thus questioning the validity of this 
extrapolation. Secondly, when routine blood tests are used 
to derive diagnostic algorithms using traditional statistical 
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Highlight box

Key findings
•	 Machine learning may aid strategic tackling of the diagnostic 

challenge of identification of presence of early liver disease at a 
population level. 

•	 An Ensemble Stacker model showed the best performance at 
classifying a patient as at high risk or low risk of liver disease, with 
the performance shown by an area under the curve (AUC) of 0.72, 
calculated within an unseen hold-out data set. 

What is known and what is new? 
•	 There is significant heterogeneity between techniques used to 

date to develop machine learning models for diagnosis and risk 
stratification for liver disease. 

•	 To the authors knowledge there is no other training cohort solely 
derived from a primary care population; this reinforces likely 
translatability of our work.

What is the implication, and what should change now? 
•	 Machine learning approaches for development of a potential 

screening tool for liver disease in the community need to be 
explored with comparison to current screening tools undertaken. 
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techniques, they have been found to have limitations. For 
example, a score called Fibrosis-4 (FIB4), which contains the 
liver enzyme tests aspartate aminotransferase (AST), alanine 
transaminase (ALT) and platelet count, is used in clinical 
pathways to determine the need for further investigation, 
but has been shown to miss people with significant liver  
disease (9). Finally, many of the tests are disease specific 
but there is increasing awareness of dual pathology, e.g., 
alcohol and metabolic related liver disease, and thus having a 
diagnostic strategy that attends to this issue is critical.

Machine learning (ML) is a novel approach in this 
area; conventional statistical methods previously used may 
not have captured the non-linear relationships between 
biochemical and demographic variables especially when 
there are phenotypically different sub-populations of 
lifestyle related disease i.e., NAFLD vs. ALD. Models could 
match healthcare provision with patient needs, which could 
save resources in comparison to the current ‘one size fits 
all’ approach to a populations’ patients who have different 
individual characteristics (10).

ML techniques therefore provide a novel way of 
identifying significant variables without pre-conceived bias. 
As a proof-of-concept study, we wanted to examine the 
performance of 9 different ML models in a large community 
cohort based on the presence of abnormal LFTs and/or risk 
factors for alcohol and metabolic related liver disease.

Objective

To create a diagnostic algorithm using ML to predict 
the presence of clinically significant liver fibrosis using 
demographics and routine investigation results available in 
primary care. TE will be used as the ground truth as the 
surrogate marker of the presence or absence of liver fibrosis. 
For maximum clinical relevance, these results will be 
extrapolated to state if the patient has either low risk of liver 
disease or high risk of having underlying CLD indicating 
whether further investigation is required for liver disease 
beyond basic tests. We present this article in accordance 
with the STARD reporting checklist (available at https://
jmai.amegroups.com/article/view/10.21037/jmai-23-35/rc).

Methods

Materials

Data collection
Over 25,000 patients from five different general practitioner 
(GP) practices were identified as part of a research study to 

investigate early diagnosis of liver disease in a community 
setting. All patients were located within areas of different 
socioeconomic status in Nottinghamshire and Leicestershire 
(UK) and were screened for risk factors for CLD (6,11). 
Risk factors for liver disease included a diagnosis of T2DM, 
obesity, abnormal liver blood tests and a history of above 
recommended alcohol consumption and were identified by 
NHS Read codes as previously published (6,12). Patients over 
18 years old who met inclusion criteria were invited to attend 
a clinic appointment in which routine blood tests and TE 
were carried out. Routine demographic data, investigation 
results and medical history were documented, and these will 
be referred to as model variables. Patients already known to 
have CLD or be under the care of the hospital liver team 
were excluded. A total of 1,453 patients were consecutively 
prospectively recruited. For these patients, other specific 
liver disease pathologies were ruled out via tests and clinical 
assessment. For this proof of concept study the patients were 
recruited within a set time frame.

TE was carried out using Fibroscan (Echosens), which 
gave a numerical indication in kilopascals (kPa) of liver 
stiffness, and was used as the ground truth as the test is 
widely validated for use in diagnosis and screening for 
liver fibrosis in the community or out-patient setting (8). 
Internationally, a threshold of 8 kPa is applied, below which 
clinically significant liver fibrosis is excluded and above 
which more extensive investigation is warranted (8,13). 
There were no reported adverse events.

Ethics
This data collection was carried out from 2012–2016 
as part of the ongoing project of ‘Stratification of Liver 
Disease in the Community Using Fibrosis Biomarkers’ 
project as approved by the Leicester Research Ethics 
Committee (13/EM/0123) with the clinicaltrials.gov 
identifier: NCT02037867. This was used as the evidence 
base in developing the commissioned pathway starting in 
2016 which has been previously reported (9). The study was 
conducted in accordance with the Declaration of Helsinki (as 
revised in 2013). Informed consent was taken from all the 
patients. Informed consent was taken from all the patients.

Dataset formation
During the initial study, three geographical locations were 
visited sequentially over the 4-year study period. The 
chronologically recruited patients were then split into two 
datasets with 2/3 of total patients forming the ‘Training 
dataset’ and a 1/3 the ‘Hold out dataset’ as shown in Figure 1.

https://jmai.amegroups.com/article/view/10.21037/jmai-23-35/rc
https://jmai.amegroups.com/article/view/10.21037/jmai-23-35/rc
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Figure 1 Dataset split. Unreliable scan = transient elastography scan not valid as per criteria described by Boursier et al. 2013 (14).

To avoid data leakage the initial ‘Training dataset’ was 
split at the beginning of the pipeline into ‘Training data’ 
and ‘Testing dataset’ with a 70%/30% split respectively 
and an equal number of patients with high TE reading in 
each dataset (15). This contrasts with the normal practice of 
processing the training and testing datasets through the same 
pipeline, which can lead to the model being biased towards 
the testing dataset and may, in turn, lead to the overfitting of 
a developed algorithm. The algorithm developers had access 
to the TE results for the ‘Training dataset’ as this was the 
ground truth used for algorithm training. Only the clinical 
team had access to the TE results for the ‘Hold out set’ to 
provide unseen data for final algorithm validation.

Methods: algorithm development

An overview of the ML learning pipeline constructed to 
build the ML model is outlined in Figure 2.

Data discovery and algorithm development
Data correlations
To investigate the relationship between different variables 

and TE, correlations were carried out using Pearson 
correlation coefficient. Significant correlations shown 
included TE with AST, alkaline phosphatase (ALP), ALT, 
and body mass index (BMI) with coefficients 0.33, 0.21, 0.22 
and 0.25 respectively as shown in Figure S1. Significant 
correlation between model features was not seen therefore 
no variables were removed based on this analysis from 
further steps.
ML classifier development
A threshold of a TE above 8 kPa is widely used to stratify 
patients who are likely to have clinically significant liver 
fibrosis. The use of a cut-off for the dataset training was 
explored in order to develop the ML classifier. As indicated 
in Figure 3 it was found that the model performed best 
when trained with a TE cut off at 6.2 kPa which is likely 
due to the more balanced dataset between those with 
ground truth indicating clinically significant liver fibrosis 
vs. those with low TE results. This is a well-recognised 
issue within ML with an imbalanced dataset leading to bias 
prediction towards the majority class (16). An imbalance 
graph is shown in Figure S2 indicates minimal imbalance in 
the dataset used.

https://cdn.amegroups.cn/static/public/JMAI-23-35-Supplementary.pdf
https://cdn.amegroups.cn/static/public/JMAI-23-35-Supplementary.pdf
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Figure 2 Algorithm development pipeline. ML, machine learning; LR, logistic regression; KNN, k-nearest neighbors; SVC, support vector 
classifier; DT, decision tree; ADA, AdaBoost algorithm; GB, gradient boosting; RFT, random forest trees; ET, extra trees.

Figure 3 Model performance when trained using different ground truth parameters. 

When building the ensemble algorithm, a grid search 
was used to fine tune the hyperparameter’s performance. 
GradientBoostingClassifier, the meta learner, was set up 
using several hyperparameters. Estimators were set to 
n=1,000 and due to this being a classification task the loss 
function was configured as exponential. The maximum 

number of variables used was 6 to ensure individual models 
were built using a diverse set of variables. To overcome 
overfitting the maximum depth of each tree was 3. To 
introduce randomness and reduce the correlation between 
models a subsample ratio of 0.5 was used with a learning 
rate of 0.001. A random state was applied in order to ensure 
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result reproducibility.
To train the model, the StratifiedKFold technique 

was carried out using the testing dataset. StratifiedKFold 
is a variant of k-fold cross-validation that ensures the 
preservation of the class distribution in each fold and was 
used due to good performance in imbalanced datasets. By 
using StratifiedKFold, the dataset was divided into k equal-
sized folds while maintaining the same class distribution 
as the original data. During training, the model was 
trained and evaluated k times, with each fold serving as the 
validation set once while the remaining folds were used 
for training. This approach helps to mitigate the risk of 
overfitting and provides a more reliable estimate of the 
model’s performance on unseen data.
Missing data patterns in the training set
The dataset did not suffer from significant missing values 
(see Figure S3) with the variable with most missing values 
being HbA1c. This was expected as it is less frequently 
carried out within the non-diabetic population, with 14% 
and 0.5% of the non-diabetic and T2DM populations 
respectively not having the value recorded. Missing BMI 
values were shown to be missing at random.

The k-nearest neighbor (KNN) method was applied to 
impute missing values with K=3 as selected using the elbow 
method. KNN is a recognised to contribute significantly to 
classification performance (17).
Scaling variable results
The variables used within the dataset have multiple ranges 
and units due to the measured variables’ diverse nature 
which could have potentially led to a risk of data skewing. 
Scaling standardisation was carried out on all data using a z 
score method with RobustScaler. This used the interquartile 
range so that it was robust to outliers making the centre of 
attention on the bulk of the data (18,19).
Variable engineering (medicine and comorbidities)
Included in the dataset were open-text variables for each 
patient such as current medications and comorbidities. Pre-
processing of the medication and comorbidities included 
elimination of noise and irrelevant information by removing 
specific recurrent or obsolete characters and then using 
WordNetLemmatizer to reduce words to base form. For 
comorbidities comma separation and generating n-grams 
of length 2 was carried out prior to running data through 
an International Classification of Disease 10th Revision 
(ICD-10) application programming interface (API) to 
retrieve the parent code (20). Patients were then assigned a 
positive classification if the comorbidity was present. Cosine 

similarity was used to compare medications with a pre-
formulated list based on the British National Formulary 
(BNF) and assign a label for the parent class of medication. 
This was then reviewed by the clinical team to ensure 
correct categorisation.
Remove outliers
Identifying outliers in the data was essential to minimise 
potential confusion and bias. Tukey’s method for identifying 
outliers was carried out (21). Using this method, a total 
number of 75 patients have been removed. A breakdown of 
outliers detected and removed are shown in Figure S4.

Statistical analysis

Comparative analysis of cohort characteristics
Table 1 presents a summary of the key findings from our 
analysis of the training and hold-out patient population. We 
employed the t-test as a statistical hypothesis test to assess 
if there was a significant difference between the means of 
two groups for age and BMI variables. Chi-squared was 
employed to describe the gender, ethnicity, number of 
patients with abnormal liver blood tests and percentage of 
the population diagnosed with diabetes between the two 
datasets. Wilcoxon rank test was used to describe the TE 
and current alcohol use.

Comprehensive evaluation metrics for model 
performance
Throughout the paper we utilized a comprehensive set 
of evaluation metrics to gain deeper insights into the 
effectiveness of different classifiers. The metrics employed 
encompassed a diverse range of performance aspects, 
enabling a robust comparison across various models. The 
area under the curve (AUC) served as an indicator of the 
classifiers’ overall discriminatory power, providing a concise 
summary of their ability to distinguish between classes. 
Sensitivity gauged the models’ capability to correctly 
identify positive instances, while Specificity measured their 
proficiency in correctly identifying negative instances. 
Additionally, the F1 score, which balances both precision and 
recall, and the classification report offered a more detailed 
breakdown of the classifiers’ performance, facilitating a 
comprehensive evaluation of their strengths and weaknesses. 
By employing this diverse set of metrics, we obtained a 
comprehensive understanding of the model’s performance, 
aiding us in making informed decisions regarding the most 
suitable classifier for our specific application.

https://cdn.amegroups.cn/static/public/JMAI-23-35-Supplementary.pdf
https://cdn.amegroups.cn/static/public/JMAI-23-35-Supplementary.pdf
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Algorithm development
Variable selection
After variable engineering a total of 87 variables were used in 
the ML classifier development. As the number of variables 
increased, it enforced a new challenge to improve the ML 
classification (22). Performing variable selection techniques 
(i.e., recursive feature elimination) was used as a robust method 
to generate the best combination of variables relating to the 
ground truth (23). The importance of the variables was ranked 
by applying the RandomForest tree (RFE) and includes 
variables with a relative importance above 60 which is shown in 
Figure S5. A trade-off for the ML classifier was to reduce the 
number of variables to avoid redundancy whilst still achieving a 
performance above 60 and this was achieved. Overall, the most 
important variables were BMI, haemoglobin A1c (HbA1c), 

high-density lipoprotein (HDL), ALT, triglycerides, presence 
of metabolic syndrome, AST and platelet count.
Base line models
Table 2 shows how different ML models performed in the 
testing dataset. The testing dataset consisted of 274 patients 
with TE indicating no further investigation was required 
in 176 patients (TE <8 kPa) and further investigation 
was needed in 98 patients (>8 kPa). This has the same 
percentage of imbalance as in the full dataset. As the dataset 
suffered from an imbalance issue, the model output shows 
an improvement in the more complex ML algorithms (i.e., 
decision trees, bagging, stacking). The Ensemble stacking 
model and the Meta-learner Extra Tree Classifier show a 
good performance in the imbalanced dataset. The Ensemble 
stacking stands out for all reported criteria with a specificity 

Table 1 Training and hold-out set patient characteristics

Dataset characteristic Whole cohort (n=1,453) Training (n=973) Hold-out (n=480) P value

Mean age (years) 59 59 59 0.71

Gender (% female) 38.6 37.1 41.7 0.09

Median transient elastography (kPa) 5.5 5.6 5.4 0.02

Mean BMI (kg/m2) 29.7 28.6 32.1 <0.05 (2.20×10−16)

Transient elastography greater than 8 kPa (%) 20.3 22.2 16.5 <0.05 (0.01)

T2DM (%) 49.2 58.0 31.5 <0.05 (7.44×10−62)

Current alcohol (median units/week) 4 4 6 0.58

Ethnicity (% Caucasian) 76.9 73.4 84.2 <0.5 (6.85×10−7)

Abnormal liver blood tests (% abnormal) 20.4 21.7 17.7 0.77

BMI, body mass index; T2DM, type 2 diabetes mellitus.

Table 2 Classification performance report across multiple models

Model AUC Sensitivity Specificity

AdaBoost classifier 0.50 (0.50–0.50) 1 (1.00–1.00) 0.00 (0.00–0.00)

CART 0.66 (0.60–0.67) 0.70 (0.58–0.70) 0.68 (0.57–0.68)

Extra trees classifier 0.68 (0.59–0.69) 0.76 (0.62–0.76) 0.64 (0.52–0.65)

KNeighbors classifier 0.69 (0.60–0.69) 0.72 (0.58–0.73) 0.68 (0.56–0.68)

SVC 0.70 (0.60–0.70) 0.68 (0.53–0.68) 0.76 (0.65–0.76)

Logistics regression 0.71 (0.64–0.75) 0.80 (0.68–0.82) 0.66 (0.56–0.66)

Gradient boosting classifier 0.73 (0.63–0.73) 0.81 (0.67–0.82) 0.68 (0.56–0.69)

Random forest classifier 0.74 (0.65–0.74) 0.76 (0.62–0.76) 0.64 (0.52–0.65)

Ensemble stacking 0.75 (0.63–0.75) 0.83 (0.68–0.85) 0.69 (0.56–0.70)

AUC, area under the curve; CART, classification and regression tree; SVC, support vector classification.

https://cdn.amegroups.cn/static/public/JMAI-23-35-Supplementary.pdf
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of 69%, sensitivity of 83% and AUC of 0.75. Moreover, in 
the stratified KFold validation, the mean sensitivity is 73% 
and highest is 88%. The AUC is 0.74 (95% CI: 0.66–0.84).

Variable importance
Using Shapley additive explanations (SHAP) to explain further 
the importance of the variables in the model, Figure 4 shows 
the relationship between each variable and the distribution 
of the impact of each variable. Figure 5 ‘Patient A’ shows 
the SHAP visualisation for how the classifier behaved in 
one patient where the output indicated the likely results was 
≤8 kPa or ‘No’ further investigation required. As shown in 
blue the negative SHAP variables push the classification 
value in the negative direction towards an output of ‘No’. 
The SHAP values in red represent variables that push in 
the positive direction towards an output of ‘Yes’ for further 
investigation required. On the other hand, Figure 5 ‘Patient 
B’ shows a prediction where the classifier predicted that the 
TE result would be ≥8 kPa or that ‘Yes’—the patient would 
require further investigation for liver disease.

Results

Evaluation of model using hold-out data

The model performed with consistent results on the 
unseen hold out data; on testing using the testing dataset 

the ensemble stacking model produced an AUC of 0.75 in 
comparison to testing in the holdout data which yielded an 
AUC of 0.72 (Table 3). Table 4 compares the specificity and 
sensitivity of patients with different risk factors for liver 
disease. The method of analysing results and providing 
evidence of diagnostic accuracy was carried out as planned 
study inception.

Further analysis of the performance of the model shown 
portrayed using the confusion matrix in Figure 6. Assuming 
a prevalence of clinically significant fibrosis in a high risk 
population as 22.9% as shown by Chalmers et al., the 
positive likelihood ratio is 1.85 with a negative likelihood 
ratio of 0.43 (9). The post-test probability of clinically 
significant liver disease for positive results is 35.46% and 
11.33% for the negative results.

As part of exploratory analysis FIB-4 was carried out in 
the Hold-out dataset and an AUC of 0.51 was noted with 
a negative predictive value (NPV) of 0.85 vs. the Ensemble 
model’s AUC of 0.72 and NPV of 0.92.

Discussion

Key findings

This collaboration of clinicians and data scientists has shown 
that ML can be used to predict whether a patient in the 
community requires further investigation for liver disease. 
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SHAP interpretation for classifier prediction for patient No 83 (clinically significant liver fibrosis indicated by TE result)

SHAP interpretation for classifier prediction for patient No 89 (No clinically significant liver fibrosis indicated by TE result)
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Figure 5 SHAP values interpretation for classifier predications. (A) SHAP interpretation for classifier prediction for a patient with no 
clinically significant liver fibrosis indicated by TE result. (B) SHAP interpretation for classifier prediction for a patient with clinically 
significant liver fibrosis indicated by TE result. BMI, body mass index (kg/m2); HbA1c, haemoglobin A1c (%); HDL, high density 
lipoprotein (mmol/L); ALT, alanine transaminase (IU/L); AST, aspartate aminotransferase (IU/L); SHAP, SHapley Additive exPlanations; 
TE, transient elastography.

Table 3 Summary of performance of ensemble model in whole training and Hold out dataset

Population No. of patients AUC Sensitivity Specificity

Hold out dataset 433 0.72 (0.64–0.72) 0.74 (0.65–0.81) 0.60 (0.59–0.66)

Training cohort 911 0.75 (0.63–0.75) 0.83 (0.68–0.85) 0.69 (0.56–0.70)

AUC, area under the curve.

Table 4 Results of Holdout data analysis in subset populations

Hold-out data population No. of patients AUC Sensitivity Specificity

≥2 comorbidities 89 0.47 (0.35–0.59) 0.54 (0.33–0.75) 0.40 (0.32–0.48)

Alcohol + BMI + obesity 26 0.58 (0.46–0.70) 0.82 (0.66–1.00) 0.34 (0.13–0.50)

T2DM only 40 0.56 (0.56–0.73) 0.92 (0.84–1.00) 0.37 (0.22–0.47)

Obesity only 180 0.59 (0.51–0.69) 0.71 (0.56–0.88) 0.48 (0.42–0.53)

Alcohol and obesity 34 0.60 (0.42–0.79) 0.66 (0.33–1.0) 0.54 (0.41–0.67)

T2DM and obesity 40 0.61 (0.54–0.70) 0.91 (0.83–1.00) 0.32 (0.19–0.44)

T2DM and alcohol 31 0.64 (0.37–0.90) 0.50 (0.00–1.00) 0.78 (0.67–0.89)

≥50 years old 324 0.67 (0.62–0.72) 0.69 (0.61–0.78) 0.65 (0.62–0.69)

<50 years old 109 0.78 (0.75–0.82) 1.00 (1.00–1.00) 0.57 (0.50–0.64)

Alcohol only 76 0.84 (0.48–0.99) 0.73 (0.00–1.00) 0.94 (0.91–0.98)

AUC, area under the curve; BMI, body mass index; T2DM, type 2 diabetes mellitus.

A parsimonious model using readily available variables has 
an AUC of 0.75 on internal testing and 0.72 when unseen 
hold out data was tested. The analysis highlights eight key 

variables including BMI, HbA1c, presence of metabolic 
syndrome, HDL, ALT, triglyceride, AST and platelet count 
results that underpin the model.
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Strengths and limitations

A limitation of our study is the use of TE as the ground 
truth for indicating the presence of clinically significant liver 
disease rather than the gold standard test, a liver biopsy. 
Routine biopsy of patients with a low risk of liver disease, 
before non-invasive tests indicate presence of liver disease, 
would not be ethically correct or feasible. Furthermore, 
the cost of biopsy is approximately £500 with a 1% risk 
of complications (24,25). By using TE, the cohorts are 
more evenly weighted for patients with liver disease versus 
those without clinically significant liver disease. However 
TE can miss clinically significant liver disease if used as a 
standalone test; in development of LiverAID TE missed 
9% of patients with F2-F4 fibrosis (26). Additionally there 
is approximately a 6% technical failure rate of Fibroscan 
which may minimally skew the training dataset (9). All 
patient with unreliable or failed scans were excluded from 
this study. The XL and M probe are used routinely in 
clinical practice within this clinical pathway which has been 
shown to increase the number of valid readings (27).

The model performs well across many of the sub-groups 
of disease which is important for the potential utility in a 
community setting with a wide range of risk factors. Some 
of the sub-groups are small, so care needs to be taken with 
interpretation of the data as the confidence intervals are 
large. The sub-group obesity (n=180) did appear to have a 

lower AUC than the overall group; AUC 0.59 (0.51–0.69). 
Due to the small cohort size of different geographical 
regions, we were unable to assess model performance 
in these individual groups. Further optimisation of the 
algorithm and validation in different subgroups and 
different geographical regions is needed.

It is interesting to note that the testing and hold out 
datasets had an equivalent performance despite having 
different patient characteristics. This reflects the variation of 
risk factors that exists in this study as it has been performed 
across different geographical areas. Thus, the stability of 
the overall model is encouraging and has implications for 
generalisability to other external cohorts.

Comparison with similar researches

Different ML models have used different ground truths 
and baselines populations for development. Much of the 
published work focuses on imaging and nonalcoholic 
steatohepatitis (NASH)/NAFLD diagnosis. Other ground 
truths used are ultrasonography, liver biopsy and TE with 
most datasets being derived from a post biopsy secondary 
care population.

Diagnostic models include NASHmap which used 
XGBoost, a technique using ‘gradient boosting’ in which 
there are iterative computations of weaker models, to 
develop both a 14 variable and 5 variable model using basic 
variables to predict a probable diagnosis of NASH using 
biopsy as a ground truth (28). A high performance of AUC 
=0.82 in predicting NASH was found when evaluated 
against a large claims derived database, Optum.

Perakakis et al. used 365 different lipid species, glycans 
and hormones measurements of 31 NAFLD patients to 
develop a ML algorithm to diagnose NAFLD without need 
for an invasive procedure (29). Using ten lipid species the 
accuracy of diagnosis of presence of liver disease was 98% 
but the extra panel of blood test cost $605.

A training set of over 10,000 patients was used by Liu 
et al. in eastern China to develop an algorithm aiming to 
diagnose NAFLD (30). All participants underwent either 
imaging or histological examination to determine presence 
or absence of NAFLD. Multiple ML techniques were 
trialed; XGBoost showed an AUC of 0.93 in the training set 
and an AUC of 0.87 in the validation set. BMI was shown as 
the most important indicator for presence of liver disease.

In Denmark the LiverAID models, ensemble learning 
classifiers, were trained using a pre-hospital cohort of 3,352 
patients with 492 patients undergoing a liver biopsy (26). 

Negative	 Positive
Predicted label

FN =23

TN =278

TP =35

FP =97

Tr
ue

 la
be

l 

Negative

Positive

Figure 6 Confusion matrix of performance of algorithm on 
hold out dataset. TN, true negative; FP, false positive; FN, false 
negative; TP, true positive.
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GP Database

ML Model

Population at high risk of 

liver disease

Community liver 

assessment 

Refer to tertiary care 

Population at low risk of 

liver disease

No further 

investigation required

Re-evaluation in 
3–5 years 

Re-evaluation in 
3–5 years

Figure 7 Potential clinical use for ML model. GP, general practitioner; ML, machine learning.

TE was used as the ground truth with 223 input variables 
gathered from prospectively collected data. Synthetic samples 
were generated to allow for class imbalance. The NPV 
when tested in a holdout set was over 96% for clinically 
significant liver disease in sub-cohorts of patients with ALD 
risk factors, NAFLD risk factors and patients approached 
from the general population. In this study the importance 
of a parsimonious end model was acknowledged; the aim is 
for a model which has adequate diagnostic capabilities but 
also uses least healthcare resource. When compared to the 
traditional non-invasive scores of FIB-4, Forns index and 
APRI, the LiverAID models performed well at predicting 
clinically significant liver disease as defined by a TE of >8 
kPa (AUC 0.60–0.76 vs. 0.86–0.91, P=0.000–0.001).

The above models show the heterogeneity between 
training set derivation and methodology whilst highlighting 
the potential for improved patient identification and 
stratification. There is overall a need for external validation 
of developed ML algorithms and careful consideration of 
cost implications of sourcing incorporated variables.

Explanations of findings—the vision for clinical utility

In today’s healthcare systems there are a number of 
potential uses for ML and exploration of this tool for 
population health management may help overcome limited 
resources and an increasing burden of disease. A benefit of 

all the non-invasive scoring systems including ML derived 
models is they are low risk to the patient as they use already 
collected variables and the procedures used to obtain these 
are relatively low risk, i.e., phlebotomy. An example of 
where the ID-LIVER algorithm could be applied is shown 
in Figure 7 with information feeding from a GP database to 
determine which patients need further assessment for liver 
disease. This could be carried out in a community setting, 
e.g., a Diagnostic Hub, which could offer specialist services 
in the patient’s neighbourhood.

Implications and actions needed

Clinical validation of this algorithm in an adult patient 
population who have risk factors for CLD is the next critical 
step. Whilst the diagnostic values of the ML algorithm are 
encouraging, an understanding of how the algorithm can 
be incorporated into clinical pathways is required. The 
Ensemble stacker’s superior performance to FIB-4 in this 
study at determining clinically significant fibrosis is supported 
by recently published data showing FIB-4’s effectivity as a 
screening tool in a population at high risk of liver disease need 
to be carefully considered (31). The focus of the algorithm 
could be adjusted depending on whether the question is about 
reducing the number of cases missed (enhancing NPV) or 
increasing the value of specialist tests [enhancing positive 
predictive value (PPV)]. The balance of this trade off needs 
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careful thought and interaction with clinicians, patients and 
healthcare providers.

Conclusions

This paper is proof of concept that the use of ML should 
be explored to help strategic tackling of the diagnostic 
challenge of identification of early liver disease at a 
population level.
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Figure S1 Pearson correlation coefficient heat map for dataset features. BMI, body mass index; HbA1c, haemoglobin A1c; HDL, 
high density lipoprotein; ALT, alanine transaminase; AST, aspartate aminotransferase; MCV, mean corpuscular volume; ALP, alkaline 
phosphatase.
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Figure S2 Classification imbalance.
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Figure S3 Missing value percentage for individual features. BMI, body mass index; HbA1c, haemoglobin A1c; HDL, high density 
lipoprotein; ALT, alanine transaminase; AST, aspartate aminotransferase; MCV, mean corpuscular volume; ALP, alkaline phosphatase; LDL, 
low density lipoprotein.
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Figure S5 Importance of the features after applying RandomForest Tree. BMI, body mass index; HbA1c, haemoglobin A1c; HDL, high 
density lipoprotein; ALT, alanine transaminase; AST, aspartate aminotransferase.

Figure S4 Outliers detected in the dataset with Q1 0.5 and Q3 0.95. HbA1c, haemoglobin A1c; ALT, alanine transaminase; AST, aspartate 
aminotransferase; MCV, mean corpuscular volume; ALP, alkaline phosphatase.


