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We live in an exciting period, which many call the 
Information Age, signifying the fact that the amount of 
information in the world is growing exponentially. This 
surge of information is of course also true for visual data, 
with a massive growth in photo and video images. More 
than a trillion photos are taken annually and billions are 
shared online, and every minute up to 300 hours of video 
are uploaded to YouTube alone. The healthcare system is 
also part of the exponential increase in textual and visual 
digital information (1) and the doubling time of medical 
knowledge is estimated to increase from 7 years in 1980 to 
73 days in 2020 (1,2).

While uncategorized data goes to waste, it is already not 
humanely possible to categorize the exponentially increasing 
data, and efforts are continually made to find machine based 
solutions for data categorization. A major breakthrough in 
image classification (3) was the contribution of Krizhevsky 
et al. (4) to the ImageNet challenge in December 2012. The 
ImageNet database (5) is a large visual database designed 
for use in visual object recognition software research. In 
the 2012 ImageNet challenge, 1.3 million high-resolution 
images set into 1,000 different classes (such as cats, birds, 
cars etc.) were used to evaluate competing algorithms in the 
task of image classification (i.e., labeling an image of a cat as 
“cat”). Krizhevsky et al. proposed a Convolutional Neural 
Network (CNN) deep learning algorithm, termed AlexNet, 
which showed a remarkable 15% top-five classification 
error (4). Since then, each year, newer, deeper, CNN 
algorithms have shown improved error rates, achieving 
near human performance (6,7). The winners of the 2017 
challenge, Hu et al., with their SENet algorithm, achieved a 
truly remarkable error rate of 2.25% (8).

Automatic image analysis (including medical images) is 

termed computer vision, which is an interdisciplinary field 
that deals with how computers can gain understanding of 
digital images or videos. Computer vision seeks to automate 
tasks that biological visual systems can do. Common 
image analysis tasks include classification, detection and 
segmentation (3). In the classification task the algorithm 
aims to classify images into two or more classes. Examples 
include classification of lung nodules into benign or 
malignant or classification of images into those containing 
cats and dogs. In the detection task the algorithm aims 
to localize structures in 2D or 3D space—for example, 
detection of lung nodules or liver metastases on CT images. 
In the segmentation task the algorithm tries to provide 
a pixel wise delineation of an organ or pathology—for 
example, segmentation of the surface of lung, kidney, spleen 
or tumors on CT, ultrasound or MRI images.

CNN algorithms, which are algorithms used to solve 
computer vision tasks, are part of a hierarchy of terms 
under the “umbrella” of Artificial Intelligence (AI) (9). 
Figure 1 presents a Venn diagram schematic representation 
of this hierarchy of terms. AI is a broad term that describes 
the computer science field that is devoted for creating 
algorithms that solve problems which usually require human 
intelligence. Machine learning is a subclass of AI that gives 
computers the ability to learn without being explicitly 
programmed. In classic machine learning, human experts 
try to choose imaging features that appear to best represent 
the visual data (for example, Hounsfield units histograms or 
the acuteness of masses) and statistical techniques are used 
to classify the data based on such features. Deep learning, 
a subtype of machine learning, is a type of representation 
learning in which no feature selection is used. Instead, 
the algorithm learns on its own which features are best 
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for classifying the data. With enough training data, 
representation learning could potentially outperform hand-
engineered features (9). 

Artificial Neural Networks (ANN) forms the basis of 
most deep learning methods. ANNs are loosely based 
on the hypothesis of how biological neural networks 
operate: data enters the neuron’s dendrites, some kind of 
“mathematical function” is performed in the neuron’s body, 
and the result is outputted through the axon. The dendrites 
and axon terminals of many neurons interconnect in the 
brain’s cortex to create the biological neural network.

A schematic representation of ANN is presented in 
Figure 2. The first layer is the input layer (for example, 
intensity values of each pixel can represent each input). The 
black arrows in Figure 2 are sometimes termed weights, 
dendrites or parameters. Each weight is assigned a random 
number at initialization. Each input is multiplied by its 
corresponding weight, and the results are summed for each 
“neuron” in the network (∑). In this model “neurons” 
are just simple mathematical functions, mostly the ReLU 
function (x=0 for ∑≤0, x=∑ for ∑>0). The result of 
each neuron (x) is passed on and multiplied again by its 
corresponding weight. This process is repeated in all the 
neurons in the network, and a final result is outputted in the 
output neuron.

The true power of ANNs comes from the large amount 
of neurons which are arranged in interconnected deep 
hidden layers which gives the network its computational 

strength. Another key concept of ANN is backpropagation 
which is the process of network optimization. A loss 
function estimates the error, which is the difference 
between the output label and the desired label (e.g., did the 
network classify an image of a cat as a cat). Based on the 
estimation of error, the algorithm backpropagates through 
the network and small changes are made to the weights 
in order to reduce loss. Repeated iterations of forwarding 
all data inputs and backpropagating through the network, 
ultimately leads to an optimized network.

CNN are a subtype of ANN. Pioneered by LeCun et al. 
in 1990 (10), CNN were originally used to classify digits, 
and were applied to recognize hand-written numbers on 
bank checks, but as stated, the big breakthrough of CNN 
was made in 2012 in the ImageNet challenge (4). 

CNN were inspired by the work of Hubel and Wiesel 
who won the Nobel prize for their understanding of the 
visual cortex pathways of cats (11). Specifically, Hubel and 
Wiesel observed that the visual process is a hierarchical 
rather than holistic process: neurons (termed “simple cells”) 
at the beginning of the visual process respond to simple 
features—lines at different angles. Higher level neurons 
(termed “complex cells” and “hyper-complex cells”) respond 
to complex combinations of simple features, for example, 
two lines at right angles to each other. CNN try to replicate 
this hierarchy of features. CNN operates by the process of 
convolution—point wise multiplication (dot product) of 
small matrices of weights across the entire image to create 
corresponding neuronal maps. The usual size of a filter is 
3×3, 5×5 or 7×7 pixels. The process of matrix convolution 
is repeated on the constructed neural maps, to create new 
hidden deep layers of neural maps. Network optimization 
using loss estimation and backpropagation are conducted on 
the constructed neural network similarly to ANN.

The current paper, “Predicting malignancy of pulmonary 
ground-glass nodules (GGN) and their invasiveness by random 
forest”, by Mei and colleagues, presents a machine learning 
approach (see Figure 1) for the task of classifying pulmonary 
GGN. Mei et al. evaluated several classic machine learning 
algorithms (random forests, logistic regression, decision 
tree, support vector machine and AdaBoosting) for 
classifying CT images of pulmonary GGN from 1,177 
patients. As in other classic machine learning algorithms, 
hand crafted imaging features were selected to represent 
the data. Two binary classification tasks were evaluated: (I) 
benign versus malignant status of GGNs; (II) non-invasive 
versus invasive status for the malignant nodules. The 
best machine learning algorithm was found to be random 

Figure 1 Venn diagram schematic representation of the hierarchy 
of terms of artificial intelligence, machine learning and deep 
learning.
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forests, with 95.1% accuracy to predict the malignancy of 
GGNs and 83.0% accuracy to predict the invasiveness of 
the malignant GGNs. As the authors state in the discussion, 
it will now be of interest to use this GGNs data-set to 
compare the classic machine learning algorithms with 
deep learning algorithms (mainly, CNN), which unlike 
machine learning algorithms, do not require the explicit 
use of radiologic features, but instead utilize the imaging 
information directly from the CT images.

Deep learning image analysis of chest radiology has 
been an active subject of research for the last two years. 
Research topics include, among others, classification of 
lung nodules into benign and malignant ones on CT scans 
(12-18), detection of lung nodules on CT scans (19,20), 
identification of interstitial lung disease on CT scans (21) 
and classification of mediastinal lymph nodes into benign 
and malignant on PET/CT (22).

While AI medical imaging research, such as in the studies 
described above, is rapidly increasing, and commercial 
applications are beginning to emerge, it is important to 
understand that although radiology is a somewhat large 
financial market, the driving force for AI development is 
much larger. Huge financial markets such as internet giants 
like Google, Facebook, Baidu and Alibaba, self-driving 
cars, robotics and many others, are the driving force for 
the financial and ingenuity investment in the development 
of both the software and the hardware aspects of AI. New 
developments in machine learning, and more specifically 

deep learning, will likely have major implications on human 
society in the near future, and this advancement has already 
been termed by some, the fourth industrial revolution (23). In 
a summary of the Intersociety Summer Conference of the 
American College of Radiology (ACR) it has been stated 
that “Data science will change radiology practice as we know it 
more than anything since Roentgen, and it will happen more 
quickly than we expect... pretending this will not disrupt radiology 
is naive” (1). 

Some radiology experts emphasize the importance of 
remaining optimistic about future opportunities of data 
science (1), as well as about the active role of radiologists 
in the AI revolution, a role that entails engagement rather 
than replacement (24,25). The future is unknown, the 
AI revolution has just recently started, and as humans we 
struggle in estimating exponential processes. It is important 
for medical institutions to invest in the understanding of 
this new technology, in order to be best prepared for the 
upcoming changes.
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Figure 2 Schematic representation of a simple artificial neural network (ANN) with three hidden/deep layers.
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