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What is a survival analysis?

Introduction

Survival analysis refers to the statistical methods used for 
the analyzing of data where the outcome variable is the 
time until the occurrence of the event of interest. Survival 
analysis is also known as time to event analysis. Survival 
analysis applications are very large: For instance, they can 
be used for determining the survival rate of a population, 
or comparing the survival of two or more groups. Among 
them, Cox regression analysis is a very popular and widely-
used method. Developed by David Cox in 1972 (1), its 
purpose is to evaluate simultaneously the effect of several 
factors on survival. Also known as proportional hazards 
model, its importance is crucial and has many applications 
in thoracic surgical research. This article describes the 
fundamental aspects of survival analysis (2) and of the Cox 
regression model in particular, and its application in a 
thoracic surgical research example. 

Common terms

The event is the outcome of interest. The type of the event 
depends of the study purpose and must be clearly defined. 
Types of events include death, disease progression, relapse, 
recurrence, recovery…

The survival time is the time from the study starting 
point of the subject (time origin) to the occurrence of the 
event, or the date of the last contact. Time origin and event 
time must be clearly defined.

Only a subset of the subjects experiences the event. For 
the other subjects, the event is not observed. The survival 
time is then unknown and these observations are called 
censored. 

Several types of censoring may be encountered:
• Right censoring is the most frequent form of 

censoring, and refers to the situation where the 
subject didn’t experience the event at his last time 
of observation (at the right side of the time line, cf. 
Figure 1). It can be encountered in two situations: 
the study ends before the subject experiences the 
event, or the subjects lefts the study during the study 
period (the subject is lost to follow-up), or withdraws 
from the study.

• In left censoring, the survival time of the subject is 
incomplete on the left side of his follow-up (at the 
left side of the time line), as the real entry date of the 
subject is unknown. It is rarely encountered.

Censoring must be distinguished from truncation, as 
no count of truncated observations is available. Truncation 
is due to sampling bias. The left-truncation is the most 
common form and is commonly happening in studies with 
delayed entry: only subjects who survived until the date of 
inclusion can be observed. The others are left-truncated, 
as the event of interest happened before the follow-up of 
the subjects starts. If the left-truncation is not taken into 
account, the event rate could be underestimated.

The Survival function represents the probability that a 
subject survives longer than a specified time t. It is expressed 
by S(t).
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The hazard function, also referred to as the hazard 
rate, represents the probability that a subject who is 
under observation at a time t has an event at that time (for 
example, the risk of dying at time t). It is expressed by h(t) 
or λ(t). It corresponds to the ratio of the probability density 
function P(t) (the rate of death or failure events per unit 
time) and the survival function:

( ) ( )
( )

p t
h t =

S t

The hazard ratio (HR) is the estimate of the ratio of the 
hazard rate in the treatment group versus the hazard rate 
in the control group. The interpretation of the HR results 
is nevertheless similar to RR and OR: a HR higher than 1 
means an increase in the hazard, an HR lower than 1 means 
a reduction the hazard, and a HR equal to 1 means there 
is no difference (effect) between the two groups. However, 
HR, RR and OR are estimates of different nature and 
should not be confused.

The interpretation of the HR is different depending 
whether the predictors are categorical or continuous. For 
categorical variables, a HR =2 for treatment group indicates 
that the hazard is 2 times higher that of control group. For 
continuous predictors, a HR =1.2 for example means a 20% 

increased hazard for each one-unit increase in the predictor.

Common survival analysis

Many techniques of survival analysis exist (2). We briefly list 
the most popular methods here:

• For the description of survival: the life table is the 
most basic form of survival analysis. Follow-up 
time is split into discrete time intervals. Number at 
risk represents the number of subjects remaining 
at observation at the beginning of a time interval, 
i.e., minus the number of censored subjects and 
the number of events occurred during the previous 
time interval. Surviving during the period between 
a survival time and the following survival time 
imply having survived until the beginning of 
this period and also surviving along this period. 
Estimate of survival is then obtained for each period 
by cumulatively multiplying the probabilities of 
surviving throughout each interval (using conditional 
probabilities properties). The most common method 
to define time interval is to consider the date of each 
event or censoring occurrence as the beginning of 
a new time interval (Kaplan-Meir process, see the 
Life table below) (Table 1). Another method relies on 
using intervals of time of the equal length (Actuarial 
method);

• For generating survival curve of a group of subjects: 
Kaplan-Meier estimator (3). An example of this non-
parametric method is briefly presented below;

• For the comparison of the survival times of two or 
more groups: the log-rank test (4);

• For the analysis of the effect of categorical or 
quantitative variables on survival, Cox regression is 
the most used method.

What is Cox regression?

Cox regression model is  also currently known as 
Proportional hazards model. It is a semi-parametric 
survival model, and a regression method. Regression is a 
statistical technique investigating the relationship between a 
dependent variable and explanatory variables, also known as 
covariates, independent variables or predictors. Therefore, 
Cox regression permits to evaluate simultaneously the 
effect of several factors (adjusted comparisons) on survival. 
Univariate and multivariate models can be performed. It is 

Figure 1 Illustration of time to event and time to censoring of 
6 subjects. The red dot represents the entry of the subject in the 
study. The vertical blue lines indicate the start of the study and 
the end of the study. The subjects 1, 2 and 5 have experienced the 
event by the end of the study. The subject 3 has experienced the 
event after the end of the study: he is right-censored. The subject 
4 is lost to follow-up during the study period: he is also right-
censored. The subject 6 is left-censored.
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formulated as follows:

( ) ( )0log +1 1i 2 2i p pih t = h t + β X + β X +... β X

Where:
• t is the survival time;
• h(t) is the hazard function, determined by a set of p 

independent variables X1i, X2i, ..., Xpi for i subjects;
• β1,  β2,  . . . ,  βp are the coefficients (also called 

parameters) which quantify the statistical relationship 
between the p covariates and the survival (regression 
coefficients);

• h0 is the baseline hazard. It corresponds to the value 
of the hazard if all the Xi are equal to zero.

Methods

Many statistical software programs can be used to perform 
a Cox model: SPSS, SAS, Stata, R… The present example 

was performed with R and the package “survival” (5,6).
A dataset of 601 patients who underwent lung cancer 

surgery was used for illustration. The 3-year overall survival 
after surgery was analyzed, and different factors potentially 
associated with a higher risk of death were tested. Overall 
3-year survival was 67%.

Kaplan-Meier curves and log-rank test

Kaplan-Meier is used to estimate the survival function. 
The following curves respectively show the overall 3-year 
survival (Figure 2) and survival in two age-groups (age 
above 70, and age equal or less than 70) in Figure 3.  
The two groups were compared with a log-rank test, 
and the difference between the two survival curves was 

Figure 2 Plot of overall 3-year survival.

Figure 3 Kaplan-Meier survival curves and log-rank test for the 
two groups of age. 
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Table 1 Example of life table using Kaplan-Meier method

Survival time (days) Number at risk Number event Number censored Estimate of survival Standard error
95% CI

Lower Upper

1 601 2 0 0.997 0.002 0.987 0.999

4 599 3 0 0.992 0.004 0.980 0.997

5 596 1 0 0.990 0.004 0.978 0.996

…

1,104 233 0 1 0.671 0.033 0.626 0.712
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statistically significant (P=0.0077), meaning that survival 
differ significantly between the subjects aged of 70 or less 
and the subject older than 70. Number of patients at risk 
represents the number of patients still under observation 
at the considered time interval. The curves are presented 
here with their optional 95% confidence band. Note that 
the interpretation of curves is not valid when the number of 
subjects is very low.

Which variables are needed for Cox regression, and how 
must they be coded?

The event variable must be coded as a binary variable 
1: event (also referred as failure)/0: no event (i.e., right-
censored). Here, the definition of an event is death. 
Observations with an unknown censor value are considered 
as missing, and the subjects are removed from the analysis.

The survival time variable is a continuous variable. In 
our example, it is the time from surgery to the event (here 
death) or the censoring.

The predictors can be categorical or continuous.

Which method should be used?

In the exact method, the exact probability of all possible 
orderings of events is calculated. It is the most computing 
time-consuming method. Two approximations to the exact 
method have been developed to provide faster results: 
Breslow and Efron methods. While popular and the 
default method of many software programs, the Breslow 

approximation has shown to be less accurate than Efron 
method in many situations. The Efron approximation is 
generally the recommended method.

Interpretation of the Cox regression results

Here, a multivariate Cox model was performed to describe 
the risk factors associated with a lower 3-year survival. Age, 
gender, simplified cancer stage, decortication procedure, 
neoadjuvant therapy and forced expiratory volume in 1 
second (FEV1) were included in the model. The results are 
presented below (Table 2).

The results can be interpreted as follows:
The regression coefficients: a positive regression 

coefficient indicates an increased hazard of death, and a 
negative regression coefficient indicates a lower hazard. In 
our example, the regression coefficients of age >70, Female 
gender, decortication, stages >1, and neoadjuvant therapy 
are positive, and the regression coefficient of FEV1 ≥80 is 
negative.

The regression coefficients are always presented 
with their standard error (SE): SE is the measure of the 
uncertainty of the regression coefficient.

The HR: HR is obtained from the exponential of 
regression coefficient, and gives the effect size of the 
predictors. In our example, age variable has a HR =1.793. It 
means that the hazard (here the risk of death) in the group 
of patients above 70, is about 1.8 times higher than in the 
group of patients under 70.

However, in order to conclude we also need to 

Table 2 Results of multivariate Cox regression model

Covariates Coefficient Standard error P value HR
95% CI

Lower Upper

Age (0: ≤70, 1: >70) 0.584 0.191 0.002 1.793 1.232 2.610

Gender (0: M, 1: F) 0.276 0.230 0.229 1.318 0.840 2.068

FEV1 (0: <80, 1: ≥80) −0.197 0.165 0.233 0.821 0.594 1.135

Simplified cancer stage 

Stage 2 1.509 0.528 0.004 4.523 1.609 12.720

Stage 3 1.616 0.511 0.002 5.031 1.848 13.700

Stage 4 1.808 0.619 0.004 6.097 1.811 20.528

Neoadjuvant therapy (0: no, 1: yes) 0.055 0.188 0.769 1.057 0.731 1.529

Decortication (0: no, 1: yes) 0.471 0.232 0.043 1.602 1.016 2.527

FEV1, forced expiratory volume in 1 second.
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check the statistical significance. We have to look at the 
confidence intervals of the HRs, and the probability values 
(P value).

A 95% confidence interval (95% CI) means that if the 
estimation process was repeated infinite times, then 95% of 
the calculated intervals would contain the true parameter 
value. Here, lower and upper 95% CIs of the HR are 
shown. If the value 1 is not contained in the interval, then 
the association between survival and the tested variable is 
statistically significant.

The level of significance is set before the beginning of 
the statistical analysis (and commonly set at 0.05). When 
the P value is lower than this threshold, the null-hypothesis 
of no difference in survival between groups can be rejected. 
In our example, the significance level was set at 0.05. 
Age above 70, decortication and pathological stages were 
significantly associated with survival according to P value 
and 95% CI. Female gender, FEV1 equal above 80 and 
neoadjuvant therapy variables both were related to a P value 
higher than 0.05. Moreover, and not surprisingly, HR 95% 
CIs of both variables included 1. These variables are not 
significantly associated with survival. Therefore we can’t 
conclude on these variables. 

Finally, we can conclude that in our model, age above 
70, simplified cancer stage above 1 and decortication 
are significantly associated with an increased hazard of 
death.

What to verify?

Our model is only valid if we respect following conditions:

Proportional hazards assumption

The assumption of a constant relationship between the 
dependent variable and the explanatory variables: in other 
words, each HR is assumed to be constant over time. This is 
called the proportional hazards assumption. In a comparison 
between two groups, we can graphically evaluate it with 
Kaplan-Meier curves and log-log plots. If the two survival 
curves remain parallel and don’t intersect, we can assume in 
a first approach the proportional hazard. In a multivariate 
model, we can check the proportional hazards assumption 
for each covariate with the following methods (7):

• Graphical method: scaled Schoenfeld residuals 
(Figure 4);

• Statistical test (Table 3).
If  a covariate violates the proportional hazards 

assumption, several solutions can be applied:
• Stratify on this covariate: then there won’t be any 

estimation of HR for this variable;
• Add an interaction between the covariate and time. 

Log-linearity

The relationship between continuous variables and survival 

Table 3 Statistical test for PH assumption

Covariates rho Chi-Square P value

Age −0.053 0.433 0.511

Gender 0.097 1.378 0.241

FEV1 0.076 0.854 0.356

Stage 2 0.046 0.322 0.571

Stage 3 0.097 1.444 0.229

Stage 4 0.048 0.345 0.557

Neoadjuvant therapy 0.119 2.233 0.135

Decortication 0.044 0.295 0.587

Global NA 8.167 0.417

A statistical test based on the scaled Schoenfeld residuals can 
be run in most software programs. In our example, the test is not 
statistically significant, neither for any explanatory variable (all 
P value >0.05), nor globally (global P=0.417). We can conclude 
that no variable in our model violates the PH assumption.

Figure 4 Schoenfeld residuals plot for gender variable. The curve 
is a smoothing spline fit of the time varying estimates of the β, with 
a ±2 standard error confidence band represented by the dashed 
lines. In this example (gender variable), beta(t) is roughly flat and 
horizontal around zero. We can assume that there is no varying in 
time for this variable.
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is assumed to be linear. If continuous predictors are 
included in the model, this assumption must be checked. 
Plotting the residuals is a method for graphically detecting 
non-linearity (residuals are computed from the observed 
values minus estimated values).

Conclusions

In this article, we focused on the basics of survival 
analysis and Cox regression, which are routinely used in 
thoracic surgery research. We insisted on the Cox model 
assumptions checks, which is a crucial part of Cox analysis 
and shouldn’t be neglected. 

We didn’t address however the advanced methods of 
Cox regression. We can cite here the handling of time-
dependent covariates (8), which may be encountered in 
thoracic surgery research. A covariate is considered as time-
dependent or time-varying when its values change over 
time of follow-up. Several methods allow incorporating 
these variables in a Cox model, including counting process. 
In these methods, a dataset including multiple rows for 
each subject is used, with each row corresponding to an 
interval of time where the time-dependent variable remains 
constant.

Other Cox models extensions can also be cited, such as 
frailty models for non-independent data, or competing risks 
models in the case of several simultaneous events.
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