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Review Article on Artificial Intelligence in Thoracic Disease: from Bench to Bed
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Abstract: In this golden age of rapid development of artificial intelligence (AI), researchers and surgeons 
realized that AI could contribute to healthcare in all aspects, especially in surgery. The popularity of low-
dose computed tomography (LDCT) and the improvement of the video-assisted thoracoscopic surgery 
(VATS) not only bring opportunities for thoracic surgery but also bring challenges on the way forward. 
Preoperatively localizing lung nodules precisely, intraoperatively identifying anatomical structures accurately, 
and avoiding complications requires a visual display of individuals’ specific anatomy for surgical simulation 
and assistance. With the advance of AI-assisted display technologies, including 3D reconstruction/3D 
printing, virtual reality (VR), augmented reality (AR), and mixed reality (MR), computer tomography (CT) 
imaging in thoracic surgery has been fully utilized for transforming 2D images to 3D model, which facilitates 
surgical teaching, planning, and simulation. AI-assisted display based on surgical videos is a new surgical 
application, which is still in its infancy. Notably, it has potential applications in thoracic surgery education, 
surgical quality evaluation, intraoperative assistance, and postoperative analysis. In this review, we illustrated 
the current AI-assisted display applications based on CT in thoracic surgery; focused on the emerging AI 
applications in thoracic surgery based on surgical videos by reviewing its relevant researches in other surgical 
fields and anticipate its potential development in thoracic surgery.
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Introduction

Lung cancer has become the leading cause of cancer death 
globally (1), and lung cancer screening and treatment have 
always been the research focus. With the popularization 
of low-dose computed tomography (LDCT) screening, 
more and more solitary pulmonary nodules (SPNs) have 
been detected (2). SPNs are potentially malignant and 
heterogeneous. Therefore, the management of SNPs is 
particularly important (3-5), among which the accurate 
preoperative localization of pulmonary nodules is one of the 
most concerns in thoracic surgery. In recent years, sublobar 
resection, including segmentectomy, has become one of 
the main surgical options for SPNs. However, the great 
variations of bronchovascular anatomy of the lung segment 
make segmentectomy more difficult than lobectomy (6-9). 
Therefore, it is essential to clarify the adjacent anatomical 
relationship of potential malignant nodules (10).

For invasive lung cancer without metastasis, anatomic 
lobectomy and lymph node dissection based on minimal 
invasive video-assisted thoracoscopic surgery (VATS) has 
become the first choice for lung cancer treatment (11,12). 
However, many intraoperative accidents related to VATS 
have also been reported, including vascular injury and 
hemorrhage, adjacent structural damage, pleural adhesion 
(13-16), among which the intrathoracic vascular injury, 
especially pulmonary artery (PA) hemorrhage, is the most 
critical (17,18). Preoperatively localizing lung nodules 
precisely, intraoperatively identifying bronchovascular 
structures accurately, and anticipating complications in 
advance require a clear and visual display of individuals’ 
specific anatomy for surgical simulation and assistance. 
With the times, the surgical management for lung cancer 
needs to be improved, and the difficulties mentioned 
above might be overcome with the help of new emerging 
technology, artificial intelligence (AI) (19,20).

AI can be defined as utilizing computer programs to 
simulate independent and intelligent behavior comparable 
to a human (21). AI behaves with varying levels of 
autonomy. According to the definition, three-dimensional 
(3D) reconstruction, virtual reality (VR), augmented reality 
(AR), and mixed reality (MR) all could independently 
and automatically carry out construction or projection 
of surgical images and models based on medical imaging 
without artificial assistance were classified as general AI 
technology (22). Relatively, there are narrow AI techniques 
that cover various subfields. Machine learning (ML) focuses 
on how computers learn independently without additional 

programming. It comprises algorithms known as artificial 
neural network (ANN) that draws inspiration from the 
biology of the human brain and could be used for prediction 
after lots of training and validation. The ANN composed 
of many internal neural layers is also named deep learning 
(DL). Convolutional neural network (CNN) is one of DL 
architecture designed to recognize images by analyzing 
various features in the image, like shape or edges. Recurrent 
neuron network (RNN) is more suitable for temporal 
learning of text context. Incorporating RNN within CNN 
models is good at predicting time series tasks like identifying 
events sequence in the video. In addition, computer vision 
(CV) is built up based on a full CNN, which enables 
computers to learn and predict visual patterns in pictures and 
videos and is crucial for AI to understand the world (21,23).

In conclusion, the effectiveness of thoracic surgery 
should be further enhanced, and surgical safety should be 
ensured. Realizing AI is a promising tool, and we tried to 
determine the role it plays in thoracic surgical procedures 
assistance, particularly lung cancer surgery. The CT images 
and surgical videos are the common clinical data associated 
closely with thoracic surgery. Here, we focus on the AI-
related display for surgical assistance in lung cancer surgery 
by reviewing AI’s integration with CT and anticipating its 
combination with surgical videos. This narrative review 
is based on research material obtained from PubMed up 
to September 2021. The search terms include “artificial 
intelligence”, “thoracic surgery”, “three-dimensional 
reconstruction”, “virtual reality”, “augmented reality”, 
“mixed reality”, “computer tomography”, “surgery”, and 
“videos”, etc. Those most relevant and interesting are fully 
reviewed. In particular, we used search strategy “(artificial 
intelligence [MeSH Terms]) AND (thoracic surgery [MeSH 
Terms])". In the last five years, we found that there has been 
no AI-based research in thoracic surgery videos except for 
one is based on laryngoscopy and bronchoscopy videos (24). 
Most surgical AI research focuses on laparoscopic surgery 
(25-28). The reason may be that the thoracic surgery videos 
are more difficult for traditional AI to apply than other 
surgery due to the higher complexity of the procedure. In 
this review, we illustrate the AI-assisted display technologies 
based on CT in lung cancer surgery and propose its possible 
development based on surgical videos in the future.

AI-assisted display based on CT

Chest thin-section CT is a standard technology for 
identifying lung nodules and their location, as well as 
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individual pulmonary anatomy. However, the output of 
traditional CT is consecutive two-dimensional images, 
and it is challenging to visualize specific surgical anatomy. 
Recently, there are various emerging technologies with AI 
features that could transform and display CT images in a 
tridimensional and more intelligent form. As part of AI-
assisted surgery, the application of three-dimensional (3D) 
reconstruction and 3D printed models is becoming popular 
in thoracic surgery, allowing surgeons to intuitively analyze 
lung lesions and adjacent anatomical structures, which is 
conducive to proper surgical planning and reduces surgical 
risks (29,30). For surgical assistance, the emergence of VR, 
AR, MR, and other cross-technologies of AI is seen as a 
disruptive revolution in the display of traditional medical 
imaging (31-33) (Table 1).

3D reconstruction /3D printing technology

3D reconstruction technology uses medical imaging data 
such as thin-section CT (Figure 1A-1C) to reconstruct 
the pulmonary vessels and bronchi so that the lung 
anatomy can be presented in a 3D manner (34). It provides 
powerful technical support for precise segmentectomy by 
helping locate the lesions, identify targeted blood vessels 
and bronchus, surgical margins, and reveal anatomical  
variations (10) (Figure 1D-1F). Prior studies reported that 
the accurate reconstruction rate of the PA could reach 95.2% 
(35,36), and the segmentation similarity of current AI models 
can reach a dice score above 0.80 (37).

3D printing is an evolving manufacturing technology 
that uses special materials to build complex 3D structures 
layer by layer (38). It completed the transformation from 
virtual conformation to the physical and makes up for 

the shortcomings of virtual 3D images: lack of realism, 
unnatural light and shadow performance, poor display 
under strong light (Figure 1G,1H). Since 3D printing is 
an extension of 3D reconstruction, it also has the clinical 
applications of 3D reconstruction. A previous study used a 
3D printed model to help identify small lung nodules with a 
success localization rate of 95.6% (39).

Furthermore, the combined application of 3D-VATS 
provides surgeons with a good sense of depth in the 
operative field, and intraoperative navigation by comparing 
the virtual lung anatomical structures with the real, 
reducing the operational difficulty, blood loss, and length of 
operation (30,39-43). In addition to preoperative planning 
and intraoperative navigation, 3D reconstruction/3D 
printing is helpful in doctor-patient communication, 
disease interpretation, and clinical teaching (44). However, 
high cost hinders the further popularization of this new 
technology (30).

VR technology

VR helps human generates an immersive, completely 
artificial computer-simulated image and the environment 
with real-time interaction. Previous studies demonstrated 
that VR is feasible for VATS training and assessment, 
making medical students understand anatomy more 
intuitively (31,45). The minimally invasive nature of VATS 
limits the surgical view and reduces tactile feedback. VR 
simulator allows novice surgeons to train their skills in a 
simulated, risk-free, and repeatable environment. Besides, 
it also provides surgeons opportunities to simulate the 
procedure and explore possible outcomes before surgery, 
which would help set accurate and safe surgical plans (46). 

Table 1 AI-assisted display based on CT in thoracic surgery

Techniques Descriptions Applications

3D reconstruction/ 
3D printing

Converting anatomical information from thin-section CT to 3D 
models in virtual; using various materials to build reconstructed  
3D models in physical form

Preoperative planning; intraoperative navigation; 
clinical teaching; doctor-patient communication

VR Generating an immersive artificial computer-simulated image and 
environment with real-time interaction

Surgical planning and simulation; intraoperative 
navigation; patient education; improving  
working condition; multi-center joint surgery 
virtual discussion

AR Enhanced version of the real physical world by superimposing a 
computer-generated image on the view of real life

MR Encompassing both AR and VR, creating a mix of objects where 
digital and physical interact in real-time

AI, artificial intelligence; CT, computed tomography; VR, virtual reality; AR, augmented reality; MR, mixed reality.
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What’s more, VR is also of great value in patient education, 
allowing patients to understand their anatomical conditions 
and surgical plans intuitively.

AR technology

In the field of simulation technology, AR is often confused 
with VR. VR is a computer-generated artificial simulation 
of a real-life environment or situation, while AR is a 
technology that superimposes a computer-generated image 
on the view of real life. The development of AR technology 
has brought positive possibilities for the reform of thoracic 
surgery. For example, during the traditional thoracoscopic 
surgery, surgeons need to look at the monitor in a specific 
direction and position, which would cause the surgeon to 
produce undesirable ergonomic effects and cause muscle 
fatigue, thereby affecting concentration. However, surgeons 
could receive the image information in a natural posture 
via AR glasses. Lim et al. (47) systematically compared the 
ergonomic differences between augmented reality glasses 
(ARG) and traditional monitors for surgeons. The results of 
questionnaire evaluation and electromyography test indicate 
that ARG can help correct surgeons’ poor posture during 
video-assisted surgery and reduced muscular fatigue of the 

upper body. More than this, AR performed a good value in 
the lesion-navigation system (32,48,49) and multi-center 
joint surgery virtual system (50).

MR technology

MR encompasses both AR and VR creating a mix where 
digital and physical objects interact in real-time (Figure 2). 
Due to the advancement in MR, cognition has brought 
the surgical simulator with enhanced immersion and 
interactivity to the next level (31,45,46). Wearing MR 
equipment, surgeons could control the holographic 
projection through gestures (Figure 2B,2C), which is 
beneficial for distinguishing the positional relationship 
between arteries, veins, and lesions (33). A prior study 
displayed that  MR combined with a  3D printing 
navigational template can be feasible for precisely localizing 
pulmonary nodules (51,52). With this technology, the 
surgeon could remove the lesions under direct vision like 
the scientific movies show (Figure 2D-2F).

Under the technical background of VR, AR, and MR, 
the holographic and 3D presentation methods bridge 
the gap between the virtual world and the real world. It 
could be of great help to improve the surgeons’ spatial 

Figure 1 AI-assisted display technology based on CT. (A) Transverse section of the CT image. (B) Coronal section of the CT image. (C) 
Median sagittal section of the CT image. (D) 3D reconstruction based on this CT; yellow arrow indicates the pulmonary nodule (pink). 
(E) The front view of this 3D model. (F) The back view of this 3D model. (G) The front view of another patient’s (synchronous multiple 
ground-glass nodules) 3D printed lung; the pulmonary nodule was marked in green. (H) The back view of this 3D printed lung. AI, artificial 
intelligence; CT, computed tomography.
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perception, thereby shortening the learning curve for 
surgeons and improving the efficiency of diagnosis and 
treatment (33,53).

AI-assisted display based on surgical video

In recent years, the accessibility of big data and the rise 
of DL potentially enable machines to understand clinical 
data, particularly surgical videos (23). At present, video-
based surgical AI researches show relatively high accuracy 
in instruments, anatomical structures, and surgical phase 
recognition in other surgical fields like cataract surgery, 
gynecological surgery, and laparoscopic surgery (27,54-58) 
(Table 2), showing the potency of AI in the videos analysis of 
thoracic surgery. The thoracic procedures videos recorded 
routinely have accumulated as a large and informative 
data source. At the same time, little was explored in the 
qualitative or quantitative analysis regarding surgical context 
like bleeding in a crucial phase, significant anatomical 
structure injury, completeness of lymph node dissection, 

surgical steps and order, and operation duration, etc. (60). 
The intraoperative information itself remains as a black box 
for surgical application. And AI serves as a promising tool in 
facilitating this process (61).

The first application is surgical education and training. 
Lobectomy and even segmentectomy are complex, difficult 
for thoracic surgeons in their early careers. AI-based 
commentary of surgical videos is one of the solutions. 
The second one is operation quality evaluation. Instead of 
being empirical to assess one expert’s surgical skill as we 
do in effect, AI could provide a more precise measurement 
of surgical quality by identifying how much blood loss, 
how much time spent in dealing with the bronchovascular 
stump, how much lymph nodes and stations were dissected, 
and so on. The third is intraoperative assistance. Though 
a qualified thoracic surgeon won’t need the help of AI 
to recognize anatomy, the comprehensive evaluation of 
disease severity and precise prediction of complications 
(e.g., bleeding or accidental injure) in real-time for quality 
assurance would be necessary. Last but not least, the 

A B C

D E F

Figure 2 The application of mixed reality in thoracic surgery. (A) The holographic projection of the lung anatomy. (B) Zoom out with 
gestures. (C) Zoom in with gestures. (D) The mixed reality technology was applied during a VATS segmentectomy. (E) Anatomical structure 
transparency accurately distinguishing the adjacent relationship between bronchi, pulmonary arteries, and veins; white arrow indicates the 
pulmonary nodule (yellow). (F) Lung segment display mode assists in identifying the plane between segments; white arrow indicates the 
pulmonary nodule (yellow). VATS, video-assisted thoracoscopic surgery.
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postoperative analysis. Differ from the clinical models 
that merely consider perioperative variables for prognosis 
prediction (62), the surgical AI can decode the whole 
surgical video contexts in a measurable way to identify 
underlying intraoperative factors (e.g., time in dissecting 
lymph node or the sequence of different anatomical 
structure management) that affect prognosis. Quality 
evaluation of surgery is supposed to be associated with the 
recovery and mortality of patients. By reviewing previous 
video-based surgical AI research on other surgery, we 
propose the possible development of video-based AI-
assisted display in thoracic surgery (Table 3).

Construction of database

It is emphasized that AI is still underdeveloped across the 
overall surgical treatment of lung cancer. Surgeons are 
uniquely positioned to help drive innovations of AI with 
surgery rather than passively waiting for the technology to 
become mature (21). The priority that thoracic surgeons 
can directly participate in is the construction of clinical 
data sets developed for surgical AI development. Since 
the applications of thoracoscopy technology have enabled 
thoracic surgeons to record surgical videos easily, the 
videos routinely recorded have accumulated as a large 

Table 2 Recent works of AI-assisted application in other surgery

Study Year Operations No. of video Applications Performance

Matava et al. (24) 2020 Laryngoscopy and  
bronchoscopy

775 Anatomy classification in  
real-time

Overall confidence of classification  
ranges 0.54 to 0.84

Kitaguchi et al. (26) 2020 Colorectal surgery 300 Surgical phase, action, and 
tool recognition

Accuracy of 81.0%, 83.2%, and 51.2% 
respectively

Madad Zadeh et al. (27) 2020 Hysterectomy 461 images Anatomy detection Accuracy of 24–97%

Morita et al. (54) 2019 Cataract surgery 303 Surgical phase recognition Mean correct response rate of 96.5%

Bodenstedt et al. (55) 2019 Laparoscopic  
procedure

80 Surgical duration prediction Overall average error of 37%

Hashimoto et al. (56) 2019 Gastrectomy 88 Surgical phase recognition Accuracy of 82%

Korndorffer et al. (57) 2020 Cholecystectomy 1,051 CVS and intraoperative 
events evaluation

Accuracy of 75%, and 99%

Mascagni et al. (59) 2020 Cholecystectomy 100 Formalization of video  
reporting of CVS

Kappa scores of inter-rater agreements 
by binary assessment is 0.75

Yamazaki et al. 2020 Gastrectomy 52 Surgical tool detection Accuracy 86% accuracy

AI, artificial intelligence; CVS, critical view of safety.

Table 3 Possibilities of AI-assisted display based on surgical videos in thoracic surgery

Potential process Requirements Applications

Construction of videos  
database

Thoracic surgeons’ experience and insight for clinical issues; consensus on the 
standardization of database establishment; efforts to construct an open,  
multi-center database

Surgical education and 
training; operation quality 
evaluation; intraoperative 
assistance; postoperative 
analysis

Annotation of pretraining  
data for AI

Thoracic surgeons’ specific knowledge and involvement; time-consuming,  
labor-driven manual annotation; formulation of a set of annotation protocols for  
regulation; developing AI to help with the annotation in turn

Identification of instrument  
and anatomic structure;  
automated recognition of  
surgical phases

Training: a lot of annotated pictures was fed to AI program for learning;  
validation: developed AI is used for testing as compared to the real; a large amount 
of multi-dimensional image data for analysis; robust and generalized AI algorithms  
to support

AI, artificial intelligence.
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and informative potential AI-training data source (60) 
for analysis of surgical cases, quality improvement, and 
education (63-65).

The thoracic surgeons’ experience and insight are 
demanded for effectively constructing a surgical videos 
database, from which valuable information could be applied 
to surgical problem-solving (20). Thoracic surgeons should 
also make a consensus on the standardization of videos 
database establishment regarding records, verification, 
storage, extraction, and use, to ensure the properties of 
data are compatible (Figure 3A). Most of the research teams 
conducted preliminary exploration of AI models verification 
based on their own relatively small-sized database with 
different metrics for reporting AI performance (25-27). 
Although those studies demonstrated the superior potential 
of AI in the surgical application, the data measured with 
differential criteria may lead to a high risk of bias when we 
make a decisive conclusion about the AI performance in 
surgical assistance (23).

Using single-center data for AI model training can 

easily lead to overfitting, which reduces the generality and 
external accuracy of the model. Hashimoto et al. called to 
establish a large international database of surgical videos for 
AI training and verification, allowing standardized terms 
and guidelines for reporting techniques, methods, and 
results (56). What is more, that would provide researchers 
with an expansive dataset to test AI models that can 
explore the effects of intraoperative events, techniques, and 
postoperative complications. However, this entails massive 
efforts from thoracic surgeons altogether.

Annotation of pretraining data for AI

It is relatively difficult to make AI identify valuable 
information from a wide variety of surgical videos data. The 
first step for AI to exploit useful information to develop 
applicable models for surgical practice is to annotate the 
images from surgical videos, such as to label an operative 
image for classification or outline different kinds of objects 
and mark their names (Figure 3B). These annotated data 

Surgical videos from multiple centers

Center1 Center2 Center3

Medical Institutions: center1, center2, center3... 

Surgical methods: pulmonary lobectomy, segmentectomy, sleeve resection…  

Perational skill level: novel, moderate, expert...

Annotated by specialist surgeons

Surgical phases lntraoperative 
accidents

lnstrucment& anatomical 
segmentation

Database

Nerve damage: recurrent laryngeal nerve,thoracic sympathetic 
nerve...

Al learning

OutputInput

Instrucment & anatomic recognition: clamp, suction, pericardium... 

Phase recognition: phase1, phase2,phase3...

Warning: hemorrhoea risk, nerve damage, non-target excision area...

Hemorrhoea: aorta, pulmonary artery, intercostal artery... 

Air leakage: bronchial injury, anastomotic tear...

A

B

C 1 1

2 2

3 3

Figure 3 Development process of surgical AI in thoracic surgery. (A) Diversity of original surgical video collection. (B) Database 
construction with high-quality annotation. (C) Training AI models for different tasks. AI, artificial intelligence.
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are perceived as standard answers by AI, which needs to 
constantly learn a wide variety of surgical instruments, 
different anatomical structures, and varied surgical scenarios 
to improve recognition performance (28). So with the 
support of large data obtained by manual annotation, AI 
may eventually be truly intelligent.

Manual labeling of surgical pictures from videos is 
a time-consuming and laborious task that also requires 
specific knowledge and the involvement of thoracic 
surgeons. Thoracic surgeons also need to work together to 
formulate a set of annotation protocols for regulating this 
process, as various complicated situations would inevitably 
occur during surgery. The subjectivity of annotators can 
distort the data used for AI training, leading to systematic 
errors in surgical AI applications (21). Although most raw 
data require time-consuming, labor-driven annotation 
for being converted into AI-recognizable resources, AI 
could also help with the labeling process in saving time by 
improving manual annotation accuracy and speeding up 
labeling (66). Moreover, AI can also be used to standardize 
the documentation of surgical videos (59). However, 
incorrect annotation, variations in illumination, unfocused 
frames, blood, and smoke in the surgical field could 
further complicate AI analysis in surgical video and causes 
bias (23).

Detection and segmentation of instrument and anatomic 
structure

With the variety of instruments (ultrasonic scalpel, stapler, 
suction, etc.) and anatomical structure (aorta, pericardium, 
bronchi and pulmonary vessels, etc.) in VATS, whether AI 
can identify those different structures in the surgical video 
is a fundamental issue. The CNN in DL has made this 
idea a reality (20,21,28). The CNN typically comprises 
convolutional layers for regional feature extraction from 
images, pooled layers for degradation of large parameters, 
and a fully connected layer to output the results, which 
can be used for object detection and segmentation in the 
pictures (23,27,67). Instrument and anatomic structure 
recognition (Figure 3C) is a common application in surgical 
AI studies (23,25,27). The DL techniques usually follow 
two stages. The first is the training stage, during which a 
lot of annotated pictures (segmented from surgical video 
and its content are annotated) was fed to AI program for 
learning, and the second is the prediction stage that the 
developed AI model is used for identifying various objects 
from the imported video which is previously unseen by AI. 

The great performance of recognition of instruments and 
anatomical structures in lung cancer surgery requires a large 
amount of multi-dimensional image data and excellent AI 
algorithms to support. In the future, AI may be deployed to 
carry out more challenging works like real-time anatomical 
variations.

Automated recognition of surgical phases

Video study is an important subfield of CV that can 
process digital images and videos (21,56). Like cataract 
surgery, laparoscopic cholecystectomy, the surgical field 
has been initially explored for identifying the surgical 
phases from videos with Video study models and has high 
accuracy (56,58). Video study models generally include 
a visual model, CNN, and a temporal model, RNN, of 
which CNN is used for object feature detection in images 
(surgical content), and RNN is used to identify the frame 
sequence (surgical step sequence); the combination of the 
two can work better for automatic analysis of surgical phase 
in the videos. The general design flow of AI-recognition 
of surgical phases is firstly collecting surgical videos for 
frame segmenting and then mark each frame with the 
corresponding surgical phase according to the image 
context by surgeon reviewer. All labeled data is finally 
divided into a training set, verification set, and testing set 
for AI learning applications in general.

Lung cancer surgery is complicated and has long been 
considered an extensive surgery whose surgical phases 
include multiple steps like the dissection of lymph nodes, 
bronchi, pulmonary arteries, veins (68,69). This technique 
would also be expanded to lung cancer surgery in the 
future. AI will enable easier classification and retrieval of 
surgical video by indexing so that the unexploited surgical 
video can be reviewed and analyzed in batch, which offers 
more potential uses such as video-based surgical learning to 
improve resident surgical skills, video review-based quality 
evaluation (56).

Challenges of surgical AI in thoracic surgery

Although the preliminary results of AI applications in 
surgical fields are promising, it should be noted that some 
AI algorithms do not yet have perfect robustness and 
generalization, and the transparency and interpretability of 
the algorithms are also required to facilitate evaluation (67). 
In addition, we should also fully consider the particularities 
of VATS. For example, the anatomy of the lung segment 
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is complex (36,70-72); the frequencies of some special 
variations are low, which may be neglected by AI due 
to less relevant training. Furthermore, there are many 
types of instruments in thoracoscopy, and their shapes are 
similar. Different centers may have differences in the same 
kind of devices they use, which increases the modeling 
difficulty of device separation and is not conducive to the 
wide application of AI models. Last but not least, there are 
many surgical procedures for lung cancer, and the surgical 
approach, sequence, technique, and duration used by 
different surgical experts may vary greatly. It is difficult for 
engineers to create a perfect algorithm for understanding 
all phases of surgical practice. When encountering special 
intraoperative situations such as blurring the lens, bleeding, 
smoke, etc., it may also lead to mistakes in AI recognition (56). 
In all, how to perfectly integrate AI with thoracic surgery is a 
very challenging topic.

Commentary and conclusions

L o c a l i z i n g  l u n g  n o d u l e s  p r e c i s e l y,  i d e n t i f y i n g 
bronchovascular structures accurately, and avoiding 
complications entail a visual display of individuals’ specific 
anatomy for surgical simulation and assistance. With the 
support of AI-assisted display technologies, including 
3D reconstruction/3D printing, VR, AR, and MR, CT 
information in thoracic surgery has been fully utilized 
for realizing the transformation from 2D, static images 
to 3D, dynamic conformations. These broadly defined 
AI technologies become powerful assistants in surgical 
teaching, planning, and simulation. Surgeons will no longer 
be restricted by the venues and the lack of specimens for 
learning lung anatomy. They can repeatedly operate in 
the virtual system to improve learning efficiency. The 
visual anatomical models enable the surgeons to clarify the 
adjacent relationship between the lesion and the anatomical 
variations. It would become an essential basis for the 
delicate operation in the future.

AI-assisted display based on surgical videos is a new 
surgical application, which is noteworthy for potentially 
applying to thoracic surgical education, operation quality 
evaluation, intraoperative assistance, and postoperative 
analysis. AI-assisted display based on thoracic surgery 
videos is still in its infancy and needs to be promoted. 
By reviewing AI in other surgical fields, we propose 
the prospect of videos-based AI display for lung cancer 
surgery assistance and try to illustrate in a flow, including 
construction of videos database, annotation of surgical 

data, identification of instrument and anatomic structure, 
and automated recognition of surgical phases, etc. Lastly, 
thoracic surgeons should enhance cooperation with AI 
scientists and consider integrating AI and VATS in multi-
dimensions to bring more intelligence into the surgical 
treatment of lung cancer.
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