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Introduction

Data science is a broad field that characterizes and addresses 
complex problems through the extraction of knowledge 
from data (1). With the advent of the information age, 
the amount of data collected and stored has increased 
exponentially, resulting in an abundance of so-called “Big 

Data” (2). Characterized by the three V’s (extreme volume 
of data, significant variability of data types, and the high 
velocity in which data accumulates), big data demand 
advanced methods for analysis, resulting in the emergence 
of data science as a field of scientific inquiry (3,4). 

Machine learning (ML) refers to a variety of statistical 
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techniques in which computer algorithms efficiently perform 
a task by “learning”, or optimizing model parameters, on 
data. Tasks can be predictive such as in supervised ML 
which involves the prediction of a target feature from data 
labelled with known attributes. Conversely, in unsupervised 
ML, descriptive algorithms are designed to find patterns or 
trends in unstructured data where features are unknown. 
ML is at the core of modern data science and its efficacy in 
analysis of big data has contributed to the ongoing artificial 
intelligence (AI) revolution (5). 

The advent of the electronic health record (EHR) and 
subsequent digital transformation of healthcare have prompted 
an increased interest in leveraging data science and ML to 
enhance quality of medical care (6). Applications of ML in 
healthcare are extensive and include clinical diagnostics, 
medical imaging, biomedical research, and clinical trial design 
(7-10). The potential of ML in the field of cardiac surgery 
is increasingly being recognized (11,12), with promising 
results in the analysis of chest radiographs (13), detection of 
arrhythmias from electrocardiograms (14), and assessment 
of pre-operative risk (15). 

Predictive analytics, the modeling of risk profiles from 
patient data, has long been a focus in cardiac surgery and 
has proven an exciting area of ML research. While ML 
methods have demonstrated promising results, the successful 
deployment of these models in clinical practice has thus far 
been limited (16). Furthermore, clinicians, whose domain 
expertise is vital to the successful implementation of AI in 
healthcare, may be unfamiliar with the technical aspects 
of ML methodology (17,18). The aim of this article is to 
provide an overview of the current state of ML in cardiac 
surgery by reviewing model development and interpretation, 
summarizing performance in predictive analytics, and 

describing challenges facing clinical implementation. We 
present this article in accordance with the Narrative Review 
reporting checklist (available at https://jtd.amegroups.com/
article/view/10.21037/jtd-23-1659/rc).

Methods

A literature review of peer-reviewed research articles 
involving ML in adult cardiac surgery between January 
2000 to August 2023 was performed. A PubMed literature 
search using the MeSH terms “Machine Learning”, 
“Supervised Machine Learning”, “Deep Learning”, or 
“Artificial Intelligence” and “Cardiovascular Surgery” or 
“Thoracic Surgery” was performed. Given the narrative 
nature of this paper, studies were carefully reviewed by 
abstract and title to provide a general understanding of the 
topic. This review exclusively considered studies published 
in English. Further exclusion criteria included studies 
concentrating on congenital heart surgery, general thoracic 
surgery, minimally invasive cardiac surgery, or cardiac 
transplant (Table 1). The concordance index (C-index) was 
the primary performance metric reported in this review.

ML methodology

A brief overview of ML methodology is warranted as 
algorithm selection and development have implications in 
model performance and interpretation (19). Most existing 
ML models in cardiac surgery involve supervised learning, in 
which models are trained to recognize patterns from datasets 
containing input and output (target) features, ultimately 
providing a predicted target parameter. Target outputs can 
be continuous variables (regression tasks) or categorical 

Table 1 Search strategy summary

Items Specification

Date of search Sep 01, 2023

Database PubMed

Search terms used “Machine Learning”, “Supervised Machine Learning”, “Deep Learning”, or “Artificial 
Intelligence” and “Cardiovascular Surgery” or “Thoracic Surgery”

Timeframe Jan 2000 to Aug 2023

Inclusion and exclusion criteria Inclusion criteria: English language, adult cardiac surgery

Exclusion criteria: general thoracic, aortic, congenital cardiac, or thoracic transplant surgery

Selection process T.J.M. conducted the selection independently. Consensus adjudication was not required given 
the narrative nature of the study

https://jtd.amegroups.com/article/view/10.21037/jtd-23-1659/rc
https://jtd.amegroups.com/article/view/10.21037/jtd-23-1659/rc
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(classification tasks) (20). There are many different 
techniques for modeling patterns in data, each of which 
has its own characteristic strengths and weaknesses (21).  
Table 2 contains information on commonly used ML models 
including regression, decision trees, and neural networks. 

Each ML method relies on assumptions made regarding 
the underlying nature of the data. For example, the logistic 
regression method traditionally used to model risk assumes 
linear relationships within the data and therefore fails to 
capture non-linear trends. These learning biases affect 
performance and render different models particularly well 
or poorly suited for analysis based on the pattern of the  

data (22). As a result, the “no free lunch” theorem states that 
no one individual model demonstrates better performance 
than others across all situations (23). Therefore, standard 
practice is to train multiple models on the data and identify 
one that is best suited to the data and task of interest. 

Evaluation of model performance is important for model 
selection, comparison, and assessment of generalizability. 
Typically, this is accomplished by dividing data into a 
training set and test set (Figure 1). After fitting the model 
on training data, model performance is assessed on the 
yet unseen test dataset to provide an overall estimate 
of model performance. Often the training set is further 

Table 2 Description of common machine learning methods 

Algorithm Description Strengths Limitations

Generalized linear 
models

Parametric statistical methods effective in 
both regression or classification tasks. Linear 
and logistic regression traditionally have 
represented the most common method for 
predictive analytics in cardiac surgery

Algorithm structure provides 
quantitative estimates 
characterizing associations 
between features and outputs 
making model results easily 
interpretable (e.g., odds ratio)

Learning bias may prevent modeling 
of non-linear relationships in the data. 
Collinearity between independent 
variables can adversely impact model 
performance

Classification 
and regression 
decision trees

Provides prediction of output by grouping 
values of features into non-overlapping 
regions through a process known as recursive 
partitioning. The data is split based on a 
sequence of attribute tests producing a 
series of branches and nodes that result in 
classification rule for prediction tasks

Highly flexible algorithms 
capable of accounting for 
non-linear associations

Individual decision trees are prone 
to overfitting which may limit 
generalizability to unseen data. Often 
demonstrate worse performance 
compared to ensemble methods

Individual trees are visually 
interpretable

Random forest Type of ensemble decision tree model 
composed of a randomized collection, or 
“forest”, of individual decision trees

Combining decision trees 
and aggregating an average 
of predictions enhances 
accuracy and reduces 
overfitting

While capable of reporting feature 
importance, ensemble models 
sacrifice interpretability when 
compared to individual trees or 
generalized linear models

Gradient boosting 
machine

Family of additive models in which decision 
trees are sequentially incorporated into an 
ensemble, with iterative optimization of each 
additional tree through a loss function. Gradient 
boosting enhances performance by identifying 
and learning from weak performing trees as 
opposed to aggregating trees randomly

Flexible, precise, and efficient 
making it suitable for a variety 
of prediction tasks with large 
datasets

Difficult to assess associations 
between variables influencing 
prediction and is often considered a 
“black box” algorithm

Artificial neural 
network

Model inspired by the biologic nervous 
system composed of interconnected layers 
of functions, or neurons, that receive inputs 
from other neurons and compute outputs 
that are propagated through the network and 
processed through an activation function to 
produce a prediction. Neural networks learn 
by adjusting weights and thresholds between 
connections to minimize a loss function thus 
optimizing predictive performance

Capable of modeling 
complex patterns from high 
dimensional data leading to 
excellent results in natural 
language processing, image 
processing, and voice 
recognition

Complex system that requires 
sophisticated computational 
resources for analysis of larger 
datasets. Artificial neural network 
based models are prone to overfitting 
particularly with smaller datasets. 
Similar to random forest and gradient 
boosting machines, artificial neural 
networks are considered “black box” 
algorithms
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Training Set

Model Development and Optimization

Test Set

Evaluate Model Performance

Regression Neural network Decision trees
ROC curve

Figure 1 Representation of typical machine learning workflow where data is split into a separate training set for model development and a 
test set for model evaluation and comparison. ROC, receiver operating characteristic.

divided into a training set to fit models and validation set 
to optimize, or tune, parameters. A crucial component 
of model development is ensuring models are not tested 
on any data used for training, as this so called “data leak” 
will result in poor generalizability and an overestimate 
of performance (24). The importance of proper data 
handling and model development, particularly when 
more advanced methods like K-fold cross validation and 
bootstrapping are implemented, has led experts in the field 
to call for a standardized guideline for reporting predictive  
models (25,26). 

Methods to assess and compare model performance are 
similar to those used in traditional methods like logistic 
regression (27). Namely, for classification models the 
discriminatory power of ML models are typically evaluated 
with the area under the receiver operating characteristic 
curve (AUC-ROC) or C-index. Additional ML metrics 
include precision and recall which represent the positive 
predictive value and sensitivity of the model respectively. 
The F-1 score is the harmonic mean of precision and recall 
and thus provides a representation of both measures in a 
single metric. 

Predictive analytics 

Mortality

Risk assessment and prognostication are important 
components of cardiac surgery. Several risk models such as 
the EuroScore II and Society of Thoracic Surgery Predicted 
Risk of Mortality (STS PROM) are currently utilized to 
inform surgical decision making, assess quality, and measure 
performance (28-30). Derived from national registry data, 

these models are based on traditional linear methods. While 
these models demonstrate fair predictive performance, they 
are restrained by a significant learning bias. As a result, 
more advanced ML methods have garnered considerable 
interest as alternative techniques for modelling risk in 
cardiac surgery. 

Initial studies comparing societal risk models with 
those based on ML have shown modest but absolute 
improvement in predictive performance. Allyn et al. 
demonstrated decision tree based algorithms could more 
accurately predict operative mortality when compared to 
EuroScore I and II (C-index 0.795 vs. 0.737, P<0.0001) for 
patients undergoing elective cardiac surgery (31). However, 
these findings were not replicated in a similar study 
comparing ML to EuroScore II which failed to demonstrate 
a significant improvement in predictive performance (32). 
Comparison to STS models have been favorable, with 
extreme gradient boosting models demonstrating a modest 
benefit in predicting operative mortality when compared to 
STS PROM (33). A meta-analysis composed of 15 studies 
comparing ML to generalized linear models confirmed 
superior performance (C-index 0.88 vs. 0.81, P=0.03) with 
ML (34). Of note, significant benefit was only demonstrated 
when comparing the best performing model from each 
study to logistic regression. No single model showed 
superiority across all studies, illustrating the “no free lunch” 
theorem. 

While these results are encouraging, some question 
whether the marginal gain in predictive performance 
seen with ML is mitigated by the reduced interpretability 
of many of these models. Data quality has significant 
implications in model performance and limitations in the 
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input data for these models likely diminish their accuracy. 
While ML models perform best when exposed to granular, 
multidimensional data most comparison studies to date 
utilize single center registry data. 

Developing models on datasets more reflective of “big 
data”, such as that extracted from EHR platforms or 
medical imaging, have demonstrated the relative strength of 
ML more effectively. Gradient boosted models trained on 
routinely collected EHR data have resulted in significantly 
improved mortality prediction (C-index =0.978) (35). 
Neural network models predicting operative mortality 
solely from a single pre-operative chest radiograph have 
demonstrated comparable performance to STS PROM, 
highlighting the power of ML methods when developed on 
appropriate datasets (36). 

Outcomes

Outcomes beyond mortality that influence operative decision 
making are now being modeled using ML. In a nationwide 
analysis of patients undergoing valve replacement, Kilic et al. 
showed ML to be superior to traditional models in predicting 
renal failure, prolonged ventilation, and re-operation (37). 
Our group found gradient boosted methods highly effective 
in predicting major morbidity in a cohort containing all 
cardiac surgery patients within our institution, including 
cases without existing risk metrics (38). Additionally, our 
models were able to accurately predict hospitalization cost, a 
metric that has traditionally been challenging to predict from 
pre-operative data (39). Given outcomes of cardiac surgery 
are influenced by parameters aside from pre-operative 
data, our group assessed the accuracy of ML methods by 
phase of care. We found that incorporation of intra- and 
post-operative data improved the efficacy of ML models in 
predicting mortality and major morbidity after aortocoronary  
bypass (40). This variability in model performance over the 
course of the hospitalization has been confirmed in other 
studies (41) and likely reflects the evolving nature of patient 
risks profiles. 

Additionally, studies have successfully utilized ML 
methods to predict outcomes not currently incorporated 
in societal models such as atrial fibrillation, readmission, 
and acute kidney injury (AKI) (40,42-44). Lee at al. 
demonstrated decision tree based models to be superior to 
generalized linear models in predicting AKI (45). Building 
on this work, Tseng et al. trained models on both pre-
operative and intra-operative data to accurately predict  
AKI (46). Importantly, they demonstrated that incorporation 

of granular intraoperative hemodynamic data increased 
model performance. This trend of improved model 
performance when incorporating granular perioperative 
data has stimulated interest in the potential utility of EHR 
data for the development of dynamic risk models. 

Dynamic prediction models

Despite an abundance of evidence suggesting superior 
predictive performance of ML models over generalized 
linear methods, their implementation in the clinical setting 
has thus far been limited. For advanced analytics to be 
incorporated into clinical workflows, models must not 
only be accurate but also provide actionable insights to 
the clinician in a timely fashion. Static pre-operative risk 
profiles are heavily influenced by non-modifiable parameters 
and have limited utility in the post-operative setting. 
However, the post-operative cardiac intensive care setting 
represents a data rich environment ripe for the application 
of data science. A growing area of research involves 
leveraging high-volume, multidimensional intensive care 
unit (ICU) data to produce dynamic risk profiles (Figure 2) 
(47,48). Such models, capable of mapping complex patterns 
in clinical data, could provide clinicians with risk profiles in 
real time thereby facilitating action to prevent or mitigate 
adverse outcomes. Development of real-time, dynamic 
models resulting in personalized, data-driven risk profiles 
represents an innovative opportunity to enhance clinical 
decision making.

Our group has shown that ML models trained on 
routinely collected ICU EHR data accurately predict 
outcomes after cardiac surgery (49). We developed an 
extreme gradient boosted model capable of predicting AKI 
at various time points after cardiac surgery in data from the 
publicly available Medical Information Mart for Intensive 
Care IV (MIMIC IV) database. Training models on data 
containing both pre-operative demographic information 
as well as post-operative parameters such as vital signs, 
medication doses, and intake/output measures, resulted 
in the accurate prediction of AKI over the subsequent  
48 hours (C-index =0.95). Importantly, the model 
predicted development of AKI before clinical evidence 
of renal injury in 89.7% of patients and did so a median 
of 13 hours prior to clinical detection. Given AKI occurs 
in approximately 20% of cardiac surgery patients and 
carries a five-fold increased risk of operative mortality, the 
dynamic and early prediction of AKI represents an exciting 
opportunity to leverage data science to improve outcomes 
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in cardiac surgery (50,51). 
Models based on artificial neural networks have likewise 

been encouraging, predicting mortality (C-index =0.95), 
renal failure (C-index =0.96), and reoperation for bleeding 
(C-index =0.87) from post-operative EHR data (52). A 
follow-up study demonstrated neural network-based 
prediction of AKI to be superior to clinician judgement 
in predicting subsequent renal injury, highlighting the 
clinical utility of these models (53). The accurate and early 
prediction of complications after cardiac surgery can inform 
clinical decision making by alerting providers of patients 
at risk for complication and guiding appropriate clinical 
management.

Future directions

ML models have consistently demonstrated the ability 
to generate accurate risk profiles for cardiac surgery 
patients, often better than currently used conventional 
methods. However, the translation of this technology into 
clinical practice poses a significant challenge for both the 
medical and data science communities. To date, models 
with the most promise for decision support are based on 
EHR data. EHR databases have been designed primarily 
for billing and liability purposes. Data analytics, while 
an exciting opportunity, represents a secondary function 
in these datasets. From a data science perspective, issues 
with compartmentalization, complexity, and corruption 
complicate model development and EHR integration (47). 
Moreover, existing ML risk models rely primarily on 
structured EHR data (labs, medications, vitals). Advances in 
natural language processing through large language models 
present a promising opportunity to enrich model inputs 
through incorporation of unstructured data (clinical notes, 
radiology reports) (54). Prospective clinical implementation 

will require a multidisciplinary collaboration between 
data scientists, healthcare informaticists, and clinicians to 
overcome these challenges. 

While results of ML methods in silico have been 
encouraging, little is known about how they will fair when 
transitioning from internal, to external, to prospective 
validation. Studies outside of cardiac surgery have shown 
diminished model performance with this transition (55), 
suggesting an element of overfitting inherent to these 
models. While generalizability is a concern, a paradigm 
where individual cardiac centers develop models from 
their own institutional EHR data to produce models 
uniquely suited to their patients and practice may optimize 
performance when translated into real world clinical 
settings. 

An additional criticism of ML has centered on the lack 
of transparency regarding the relationships within data 
that affect outcome prediction (56). While predictive 
performance may be excellent, the “black box” nature of 
these algorithms has traditionally resulted in physician 
skepticism (57). In their meta-analysis evaluating factors 
associated with end-user trust in AI, Kaplan et al. found 
that operator understanding of the AI system was highly 
associated with trust (58). This would suggest that clinicians 
would be more likely to incorporate risk predictions into 
their clinical decision making if the risk factors influencing 
the model are interpretable to the end-user. Interpretability 
science is a major focus of ongoing research in the data 
science community and advances in this domain will likely 
facilitate clinical adoption (59). 

As with any intervention or diagnostic test, rigorous 
evaluation and prospective validation should occur prior 
to adoption of these models into clinical practice (60). 
Recognizing this, the bioinformatics community has 
developed a comprehensive framework for implementing AI 
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based decision support systems that parallels clinical trials 
for drugs and devices (61). By subjecting AI based solutions 
to rigorous, multiphase assessment, safety and efficacy can 
be confirmed prior to clinical implementation. 

Lastly, the ethical implications of ML-enabled clinical 
tools must be considered (62). While ML applications hold 
promise in enhancing patient care, concerns regarding 
transparency, fairness, accountability, and bias exist  
(63-65). A balance between innovation and ethical principles 
is essential to ensure ML-enabled clinical tools maintain the 
highest standards of medical ethics (66). As ML continues 
to advance, close collaboration between clinicians, 
data scientists, and regulatory agencies is necessary to 
address ethical considerations and ensure responsible 
implementation of ML in healthcare. 

Conclusions

ML represents a promising technology with the potential 
to improve outcomes and quality of care in cardiac surgery. 
Despite robust performance across many prediction tasks, 
several challenges must be addressed prior to adoption in 
clinical practice. Surgeons should become familiar with the 
development, interpretation, and applications of ML as their 
domain expertise is vital to the effective implementation of 
AI-based solutions in healthcare. 
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