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Introduction

According to the World Health Organization’s Global 
Cancer Statistics 2018, new cancer cases and cancer 
deaths worldwide were estimated to tally 18.1 million and  
9.6 million, respectively. Globally, 1 in 5 men and 1 in 6 women 
will develop cancer, and 1 in 8 men and 1 in 11 women will die 

from it, indicating the high global burden of this disease (1).  
China has the highest incidence of cancer of any country, and 
cancer is the 2nd leading cause of death in Chinese people 
under the age of 70 (2). 

Currently, most types of cancer cannot be cured by 
medical treatment. Patients with advanced cancer often 
experience anxiety, depression, pain, and other symptoms 
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(3,4). Hospice care is the main approach to managing these 
symptoms, and can aid in alleviating patients’ suffering 
and improve their quality of life (QOL) (5). In China, 
some patients with advanced cancer choose to spend their 
final days in home care. The Homecare Service Program 
for advanced cancer patients provides free medical 
services in patients’ homes, and plays an essential role in 
alleviating patients’ suffering and improving their QOL (6). 
Therefore, it is of considerable significance to understand 
the pain, QOL, survival, and medical costs of patients with 
advanced cancer, and to establish survival and medical cost 
models that will improve medical services and rational use 
of medical resources and funds for these patients. With 
the improvement of computing power, data mining has 
been widely used in medical big data processing field. 
Machine learning algorithms were used for early disease 
prediction and prognosis analysis. For example, the random 
forest algorithm can be used to analyze patient heart rate, 
diastolic blood pressure, systolic blood pressure, average 
blood pressure, respiratory rate, blood oxygen saturation. 
A disease prediction model for early diagnosis of disease 
and prognosis assessment was constructed by random forest 
algorithm (7). SVM was reported to predict and judge 
the occurrence of chronic diseases such as diabetes and 
medical care management, and provide a basis for patients 
to choose the best treatment (8). Artificial intelligence 
learning was also being used in the diagnosis of ischemic 
stroke (9). In this study, we retrospectively analyzed the 
home medical case of advanced cancer patients and used 
three kinds of machine learning algorithms to establish the 
survival prediction model for advanced cancer patients. 
We presented the following article in accordance with the 
MDAR reporting checklist (available at https://dx.doi.
org/10.21037/tcr-21-896).

Methods

Patients

Data of 310 patients with pain due to advanced cancer who 
were treated at Xinhua Hospital Affiliated to Shanghai 
Jiao Tong University School of Medicine (Chongming 
Branch) between January 2016 and December 2018 were 
collected. The dataset included medical expenses, the 
duration of home service, address, sex, age, education level, 
medical insurance, monthly household income, tumor 
type, previous treatment, pain duration, medical history, 
previous medication, pain severity [Numeric Rating Scale 
(NRS) score], self-assessment of health status [Karnofsky 

Performance Scale (KPS) score], and QOL score.

Statistical analysis

Microsoft Excel software (Microsoft, America) was used to 
input and review the data, and R3.6.0 statistical software 
was used to analyze it. The ‘randomForest’, ‘e1071’, ‘neural 
network’ (nnet), and ‘rminer’ packages in R were loaded using 
the random forest algorithm (10). The support vector machine 
(SVM) (11) and BP neural network (12) algorithms were 
used to classify and predict the patient’s home medical service 
duration (days) and to perform a regression analysis of drug 
costs (Chinese Yuan), respectively (13-15). The 10-fold cross-
validation method was adopted to verify the 3 classification 
prediction methods. The dataset was divided into 10 parts. 
During the experiment, 9 parts were taken as training data, 
and 1 part was taken as test data in turn. The normalized mean 
square error (NMSE) of the training sets was calculated (16).

Experiment

The home service case data used in this experiment was 
obtained from Xinhua Hospital Affiliated to Shanghai Jiao 
Tong University School of Medicine (Chongming Branch). 
The dataset contained 310 cases and 35 attributes, including 
29 categorical (Table 1) and 6 numeric (Table 2) variables.

Developed by Becker, Chambers, and Wilks of Bell 
Labs, R language is an open-source data analysis software 
maintained by a large and active global research community. 
It contains all the algorithms used in this data mining 
analysis and could efficiently complete the data mining 
performed for this experiment. The experimental steps were 
as follows:

(I)	 Home service data of advanced cancer patients 
were imported using the read.csv() function.

(II)	 The nnet, e1071, randomForest, and rminer 
packages required for this experiment were loaded 
using the library() function.

(III)	 The RandomForest(), SVM(), and nnet() functions 
were used in turn to classify and predict the 
survival time of patients in the dataset. In the BP 
neural network, the number of hidden layers (size) 
was set to 10 and the option to add the jump layer 
connection (skip) was set as true; and the weight 
attenuation parameter (decay) was set to 0.1. The 
10-fold cross-validation method was used to verify 
the 3 classification prediction methods.

(IV)	 The RandomForest(), fit(), and nnet() functions 
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were used in turn to analyze and predict the 
drug costs of patients in the dataset. The model 
parameter of the fit() function was set to SVM; in 
the BP neural network, the number of hidden layer 
units (size) was set to 10 and the option to add a 
skip layer connection (skip) was set to true; and the 
weight attenuation parameter (decay) was set to 0.1. 
The 10-fold cross-validation method was used to 
verify the 3 classification prediction methods and 

calculate the NMSE of the training set.

Ethical approval

The study was approved by the ethics committee of Xinhua 
Hospital Chongming Branch (No.: CMEC-2021-KT-24) 
and was conducted in accordance with the Declaration of 
Helsinki (as revised in 2013). Informed consent was taken 
from all the patients.

Table 1 Types of categorical variables

Categorical variables Attributes No.

Survival (days) {<30, 30–90, >90} 3

Address {Chenjia town, Chengqiao town, …} 17

Sex {Male or female} 2

Living situation {Living alone, living in a nursing home, living with family} 3

Household monthly income per capita (Yuan) {<300, 300–600, >600} 3

Education {Illiteracy, elementary school, junior high school, high school and above} 4

Primary disease diagnosis {Liver cancer, lung cancer, stomach cancer...} 21

Transfer status {Yes, No} 2

Radiotherapy {Yes, No} 2

Chemotherapy {Yes, No} 2

Surgery {Yes, No} 2

Past medical history {High blood pressure, diabetes, heart disease...} 12

Pain duration {1 month, 1–6 months, 6 months–1 year, > 1 year} 4

Physical pain {Yes, No} 2

Visceral pain {Yes, No} 2

Pain medicine {NSAIDs, weak opioids, strong opioids, other} 4

Anticonvulsant drug use {Yes, No} 2

Anti-anxiety drug use {Yes, No} 2

Glucocorticoid use {Yes, No} 2

Constipation {Yes, No} 2

Disgusting vomits {Yes, No} 2

Vomiting {Yes, No} 2

Dizziness {Yes, No} 2

Sweating {Yes, No} 2

Difficulty urinating {Yes, No} 2

Drowsiness {Yes, No} 2

Other negative symptoms {Yes, No} 2

NSAIDs, non-steroidal anti-inflammatory drugs.
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Results

This experiment used case data from 310 patients with 
pain due to advanced cancer who were treated at Xinhua 
Hospital Affiliated to Shanghai Jiao Tong University 
School of Medicine (Chongming Branch) between January 
2016 and December 2018. Because this experimental 
dataset was a small-scale, multi-attribute dataset, the above  
3 classification and regression algorithms could be easily 
implemented. 

The random forest algorithm possesses the advantage of 
being able to classify and predict data with a small sample 
size and many variables. With sufficient computing power, 
the random forest algorithm does not require the deletion 
of variables; on the contrary, the more variables there are, 
the higher the classification accuracy. 

Our comparison found the accuracy rate of the random 
forest algorithm for patient survival classification to be 
81.94%, which was far higher than the 74.61% of the SVM 
algorithm or the 72.90% of the BP neural network (P<0.05) 
(Table 3). The standard deviation (SD) of the random forest 
algorithm was also smaller than those of the SVM and BP 
neural network algorithms. The accuracy and stability of 
the random forest algorithm for the classification prediction 
of patient survival time were better than those of the other 

2 algorithms (Figure 1).
Three data mining algorithms were employed to 

perform the regression analysis and prediction of patients’ 
medical expenses. The NMSE values of the SVM and 
BP neural network algorithms in the training set were 
both above 1 (Table 4, Figure 2), which indicated that the 
regression models constructed using these algorithms had 
extremely poor accuracy for predicting patients’ medical 
expenses. However, the NMSE value of the random forest 
algorithm in the training set was under 0.5 (Table 4, Figure 
2), indicating that, to a certain degree, the regression 
model constructed using the random forest algorithm could 
predict the medical expenses admitted patients would incur.

Discussion

Home-based palliative care has a positive impact on 
patients. A study published in The Lancet showed that 
early palliative care improves the QOL and satisfaction 
of patients with cancer (17). Temel et al. showed that the 
combination of palliative care with antitumor therapy not 
only improves cancer patients’ QOL and mood, but also 
significantly extends their survival (18). However, in China, 
the overall level of palliative care is significantly lower than 
the world average. In a global “quality of death” ranking 
released in 2015, the mainland China was placed 71st. China 
has a high demand for palliative care, but current medical 
resources meet only 0.3% of patients’ needs (19). In the 
face of the shortage of home-based health care resources, 

Table 2 Numeric variables

Numeric variables Mean Range

Medical expenditure (Yuan) 1,982.03 0–84,384.78

Age 70.58 23–91

Analgesic dosage (mg) 26.64 0–360

NRS 3.78 0–9

QOL 49.84 0–100

KPS 33.54 0–60

NRS, Numeric Rating Scale; QOL, quality of life; KPS, Karnofsky 

Performance Scale.

Table 3 Performance of 3 algorithms in predicting the survival time 
of patients

Algorithm Correct rate (mean ± SD) Error rate (mean ± SD)

Random forest 81.94%±6.12% 18.06%±6.12%

SVM 74.61%±7.01% 25.39%±7.01%

BP network 72.90%±8.08% 27.10%±8.08%

BP, back-propagation; SVM, support vector machine.

Algorithm comparison

BP network     Random forest       SVM
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Figure 1 Accuracy of the different algorithms. BP, back-
propagation; SVM, support vector machine.
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it is especially important that home-based palliative care 
resources are applied rationally and economically.

In the present research, we developed the analysis 
models for predicting survival and health care expenditures 
based on a dataset of 310 cases through the application of 
3 different data mining techniques (random forest, SVM, 
and neural network). Based on the results of patient survival 
analysis, developing different strategies for homecare 
service for different patients, so as to improve the quality 
and efficiency of in-home medical services. Our medical 
cost prediction model can provide a reference for the 
planning of medical funding allocation by home medical 
service organizations.

The survival prediction of advanced cancer patients is 
of great significance to home care decision-making and 
arrangement of patients and relatives. By using data mining 

methods, researchers find that many biomarkers and clinical 
symptoms have significant correlation with the survival time 
of patients with advanced cancer. Cox regression and logistic 
regression were used to construct survival prediction models, 
such as: objective palliative prognostic score (OPPS) (20),  
performance status-based palliative prognostic index 
(PS-PPI) (21), etc. However, there are still some specific 
problems in real-world clinical applications. The way data 
collection methods and the quality of data are the most 
critical issues. It is difficult to collect clinical laboratory 
test results in home care service for patients with advanced 
cancer. Some data that can’t be automatically collected 
by the wearable devices must still be collected manually. 
Beyond that, the prediction ability of diverse data mining 
models is variable with different amount of included data 
and different included factors. Therefore, the establishment 
of prediction models should be based on application 
scenarios, and the balance between sensitivity and specificity 
should be fully considered.

In general, home-based palliative care services can only 
provide services to patients in a particular geographical area, 
and differences may exist in the quality of medical services, 
basic information of patients, and number of medical service 
points in different regions. Therefore, for the analysis of 
survival time and medical expenses in home-based palliative 
care patients, a dataset obtained from a single institution is 
better than one from multiple institutions. Although single-
center datasets generally have a small sample size, the data 
integrity is usually good. 

All of the patients included in this study were enrolled 
from the same public in-home palliative care organization. 
Furthermore, their information was obtained through home 
follow-up, which ensured the standardization, completeness, 
and accuracy of the data, as well as clear patient outcomes 
and relevant medical expenses. In this study, there were 
few cases and many attributes in the dataset. However, the 
random forest algorithm showed strong adaptability to 
our dataset, and is able to process both classified data and 
numerical data without normalization. Meanwhile, it has a 
good ability to interpret high-dimensional data and is not 
easy to overfit. Our results showed that the random forest 
algorithm had an accuracy of more than 80% for predicting 
patients’ survival times, and it also had high accuracy in 
the prediction of the medical costs of home palliative care, 
outperforming the other 2 algorithms.

The application of random forest model is helpful to the 
development of homecare services program and the use of 

Table 4 Results of regression prediction of patient expenses using 
the 3 algorithms

Algorithm NMSE (mean ± SD)

Random forest 0.4194±0.2393

SVM 1.1222±0.0648

BP network 1.2986±0.1762

BP, back-propagation; SVM, support vector machine; NMSE, 
normalized mean square error.

Algorithm comparison

BP network     Random forest       SVM
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Figure 2 The NMSE of the different algorithms. NMSE, 
normalized mean square error; BP, back-propagation; SVM, 
support vector machine.
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medical funds by hospice care organizations. In the future, 
the random forest algorithm needs to be further optimized 
to improve its accuracy in the classification of patients’ 
survival time and the prediction of medical costs.
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