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Background: Thoracic lymph node (LN) evaluation is essential for the accurate diagnosis of lung cancer 
and deciding the appropriate course of treatment. Endobronchial ultrasound-guided transbronchial needle 
aspiration (EBUS-TBNA) is considered a standard method for mediastinal nodal staging. This study aims to 
build a deep convolutional neural network (CNN) for the automatic classification of metastatic malignancies 
involving thoracic LN, using EBUS-TBNA.
Methods: Patients who underwent EBUS-TBNAs to assess the presence of malignancy in mediastinal 
LNs during a ten-month period at Severance Hospital, Seoul, Republic of Korea, were included in the 
study. Corresponding LN ultrasound images, pathology reports, demographic data, and clinical history were 
collected and analyzed.
Results: A total of 2,394 endobronchial ultrasound (EBUS) images of 1,459 benign LNs from 193 patients, 
and 935 malignant LNs from 177 patients, were collected. We employed the visual geometry group (VGG)-16  
network to classify malignant LNs using only traditional cross-entropy for classification loss. The sensitivity, 
specificity, and accuracy of predicting malignancy were 69.7%, 74.3%, and 72.0%, respectively, and the 
overall area under the curve (AUC) was 0.782. We applied the new loss function to train the network and, 
using the modified VGG-16, the AUC improved to a value of 0.8. The sensitivity, specificity, and accuracy 
improved to 72.7%, 79.0%, and 75.8%, respectively. In addition, the proposed network can process  
63 images per second on a single mainstream graphics processing unit (GPU) device, making it suitable for 
real-time analysis of EBUS images.
Conclusions: Deep CNNs can effectively classify malignant LNs from EBUS images. Selecting LNs that 
require biopsy using real-time EBUS image analysis with deep learning is expected to shorten the EBUS-
TBNA procedure time, increase lung cancer nodal staging accuracy, and improve patient safety.
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Introduction

Thoracic lymph node (LN) evaluation is essential for 
the accurate diagnosis of lung cancer and deciding the 
appropriate course of treatment. Endobronchial ultrasound-
guided transbronchial needle aspiration (EBUS-TBNA) is 
considered a standard method for confirming the presence 
of LN metastases due to its minimal invasiveness and high 
accuracy. Endobronchial ultrasound (EBUS) visualization 
should be performed systematically from nodal stations 
N3 to N1 (1), and a biopsy should be performed for any 
LN with a short axis greater than 5 mm. EBUS image 
assessment not only helps in selecting which LNs to 
perform a biopsy on, but also aids clinical judgment when 
the biopsy result is inconclusive (2). Generally, ultrasounds 
are the most widely used imaging modality among screening 
and diagnostic tools, owing to their safety, non-invasiveness, 
cost-effectiveness, and real-time display. However, 
compared to other imaging modalities, ultrasounds have 
a relatively low imaging quality due to noise, artifacts and 
high inter-and intra-observer variability. As for the EBUS, 
bronchoscopists utilize ultrasonographic features to identify 
malignant LNs. However, its predictive power is limited 
by the experience and subjective interpretation of the 
bronchoscopist.

Recently, the method of using ultrasound imaging 
analys is  with deep learning a lgori thms has  been 
developed to perform more objective and comprehensive  
assessments (3). Only a few studies have focused on EBUS 
prediction models using convolutional neural networks 
(CNNs) (4). EBUS images should be interpreted in real-
time during the EBUS-TBNA procedure to determine 
whether to perform a biopsy. However, to our knowledge, 
no previous study has proposed a network that processes 
dozens of images per second on a single mainstream 
graphics processing unit (GPU) device to achieve real-time 
EBUS image analysis.

The aim of this study is to build effective deep CNNs 
for the automatic classification of malignancy in thoracic 
LNs using real-time EBUS images. Selecting LNs that 
require biopsy through real-time EBUS image analysis in 
conjunction with deep learning is expected to shorten the 
EBUS-TBNA procedure time, increase the accuracy of 
nodal staging, and ultimately improve patient safety. 

We present the following article in accordance with 
the STARD reporting checklist (available at https://tlcr.
amegroups.com/article/view/10.21037/tlcr-21-870/rc).

Methods

Data collection and preparation

Patients with suspected lung cancer, or other malignancies 
with thoracic LN enlargement, who underwent an EBUS-
TBNA procedure to evaluate their thoracic LNs were 
enrolled from Oct 2019 to Jul 2020, at the Severance 
Hospital in Seoul, Republic of Korea. The EBUS-TBNA 
procedure was conducted by a bronchoscopist with a 
convex probe EBUS (BF-UC260FW; Olympus Co., Tokyo, 
Japan), and the EBUS images were generated using an 
ultrasound processor (EU-ME2; Olympus Co.; Figure 1A).  
All procedures were performed in a conventional manner, 
and the EBUS images, pathology reports of the examined 
LNs, and clinical characteristics were all collected 
retrospectively.

A total of 672 patients who underwent an EBUS-TBNA 
procedure were screened consecutively. Images that showed 
more than two LNs in one view, and Doppler overlaid 
images, were excluded (Figure S1). 

The study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013). The study 
was approved by the institutional review board at Yonsei 
University College of Medicine and Severance Hospital 
(IRB #4-2020-0857) and individual consent for this 
retrospective analysis was waived.

Malignant LN masking and cross-validation

Marking of the LNs was performed by the bronchoscopist-
in-charge (SHY) without information on the pathology of 
the LNs to prevent bias in the selection of LN areas. The 
regions marked as LNs were converted into a binary image 
wherein each pixel was expressed as either 0 or 1 (Figure 1B).  
A 3-fold cross-validation was applied by using training, 
test, and validation sets. The training set was used to 
measure errors, which are back-propagated to the network 
to tune weight parameters. The validation set was used to 
check the training status by evaluating images at the end 
of each training epoch, while the evaluation set was used 
to assess the final performance after training completion. 
In the cross-validation fold, the validation and evaluation 
sets were each comprised of 200 images (100 malignant  
and 100 benign). The remaining images were used for the 
training set. The details of the 3-fold cross-validation are 
described in Table S1.

https://tlcr.amegroups.com/article/view/10.21037/tlcr-21-870/rc
https://tlcr.amegroups.com/article/view/10.21037/tlcr-21-870/rc
https://cdn.amegroups.cn/static/public/TLCR-21-870-Supplementary.pdf
https://cdn.amegroups.cn/static/public/TLCR-21-870-Supplementary.pdf
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Network architecture and training

Network architecture, output format 
To classify whether a LN that has been identified in the 

ultrasound image is malignant, the visual geometry group 

(VGG)-16 network (5) is employed. The architecture of 

the VGG-16 network used for this study is depicted in  

EBUS-TBNA

Trachea

Bronchi

Lymph node

Convolutional layers

Input image

Masked 
lymph node

Activation 
map

GAP Classifier
Real category

(a) Cross entropy

(b) Dice coefficient

Predicted probability

C

C
W

H

1
1

MalignancyWfc (T)

Oconv Benign

M

Fully 
connected 

lavers

Marked LN

i

ii

Converted 
binary image

A B

C

Figure 1 Schematic diagram of the EBUS-TBNA procedure and the CNN. (A) Overview of the EBUS-TBNA procedure. EBUS images 
were collected during the EBUS-TBNA procedure by a bronchoscopist. These illustrations were created by Dong-Su Jang, PhD, a 
medical illustrator in Yonsei University College of Medicine. (B) (i) LN marked as malignant by a bronchoscopist. (ii) Converted binary 
image. White pixels (value of 1) indicate pixels that are included in the malignant LN. (C) Architecture of the classification model and the 
computing points for the loss function. (a) The cross-entropy is to measure the classification loss and (b) the dice coefficient is for forcing the 
activation regions into the LN. The final loss is computed by aggregating the two losses: (a) + (b). EBUS-TBNA, endobronchial ultrasound-
guided transbronchial needle aspiration; LN, lymph node; GAP, global average pooling; CNN, convolutional neural network.
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Figure S2. Because traditional CNNs, such as VGG-16, take 
the flattened output extracted from the output of the last 
convolutional layer as an input for the first fully connected 
layer, it is hard to operate CNNs in real-time on lite GPU 
devices. To operate the CNNs in real-time on these devices, 
we replaced the flattening operation with global average 
pooling (GAP) (6), requiring the matrix of the first fully 
connected layer that outputs the 4,096-dimensions to be 
of size 512×4,096. The GAP computes the global averages 
of the output from the last convolutional layer in a two-
dimensional manner (width, height). Figure S2 shows the 
difference between the original VGG-16 and the VGG-16  
with the GAP operation in its architecture. The last outputs 
of the classification model are two probability scores ranging 
from 0 to 1, and the summation of the two probabilities is 1. 

Joint loss 
To opt imize  the c lass i f icat ion model  during the 
training time, the gap between the predicted category 
(or probabilities) and the real category of input data 
was measured as a loss function. Because most of the 
distinguishable features between malignant and benign are 
located in the LN regions of the input images, using only 
a general loss function (e.g., cross-entropy loss) to train 
the model can lead to dataset bias, which results in the 
model locating local features outside of the LN regions. 
To guarantee the generalized classification performances of 
the model, we designed a new loss function that allows the 
model to focus on LN regions by providing local guidance 
for the LN regions, while also measuring the classification 
loss. By multiplying the output of the last convolutional 
layer and the operation matrix of the last fully connected 
layer, we can obtain the class activation map (CAM) (7). 
Each pixel of the CAM image has a value between 0 to 1, 
and pixels with higher values indicate a relatively higher 
contribution to the final decision of malignancy. We then 
computed the local differences between the activated map 
and the masked LN regions, using the dice coefficient (8). 
Subsequently, the dice coefficient value was added to the 
classification loss measured by the cross-entropy function. 
Figure 1C depicts an overview of the proposed loss function. 
Because the model, which was trained using the proposed 
loss function, considers the spatial information of LNs to 
predict the malignancy more precisely, the boundaries of 
the CAM output can be close to the actual LN regions. The 
boundaries extracted from the CAM output refer to the 
regions where pixels had a higher contribution to the final 
classification outputs of the trained network than the rest of 

the image regions.

Implementation setup 
To build the proposed model, TensorFlow (version 2.4) 
installed on Python (version 3.7.10) was used. SciPy (version 
1.7) and Matplotlib (version 3.4.2) were also utilized to 
compute the performance scores of deep learning. All setups 
were implemented on an NVIDIA GeForce RTX 2080Ti 
with 11 GB of memory for CUDA computations, whereas 
an NVIDIA GeForce RTX 2060 with 6 GB of memory was 
used to measure the execution times. 

Statistical analyses

To clarify the generalized classification performance, the 
threshold was set to 0.5. In other words, LN images with a 
probability of more than 0.5 were decided as a malignancy. 
If the threshold value was selected according to the effective 
range of classification performance on our test dataset, it 
would be hard to claim that the performance represents 
the generalized result on any input data. To evaluate the 
performance of the malignancy prediction model, we used 
the sensitivity (%), specificity (%), accuracy (%), the area 
under the curves (AUC) by summing all cross-validation 
folds, and the average execution time for classifying an 
input image using pathologic reports as the gold standard.

To analyze the effectiveness of the automatically localized 
LN from the CAM output, we tracked the performance 
changes by thresholding the overlap ratio to the LN regions 
tagged by the bronchoscopist. The intersection over union 
(IoU) was used to measure the overlap ratio between 
the LN regions tagged by the bronchoscopist ( ) and 
automatically localized regions (̂ ) as follows:

( ) ( )
ˆ ˆ
ˆ ˆ ˆ

IoU ×
= =

+ − ×





   
       [1]

where   and ̂  are a binary image format. All 
summaries and analyses were performed using SPSS 
(version 26).

Results

Demographic and clinical characteristics

A total of 2,394 ultrasound images, including 1,459 benign  
LN images from 193 patients and 935 malignant LN images 
from 177 patients, were analyzed. All LN images were 
generated from 888 LNs, all of which were histologically 

https://cdn.amegroups.cn/static/public/TLCR-21-870-Supplementary.pdf
https://cdn.amegroups.cn/static/public/TLCR-21-870-Supplementary.pdf


Yong et al. Deep learning on EBUS images analysis18

© Translational Lung Cancer Research. All rights reserved.   Transl Lung Cancer Res 2022;11(1):14-23 | https://dx.doi.org/10.21037/tlcr-21-870

confirmed. Among the 310 patients, 60 patients had both 
benign and malignant LNs. The demographics of patients 
and their clinical characteristics are presented in Table 1. The 
median age of patients was 67.0 years old, and there were more 
male patients than females (68.7% male). Of all diagnosed 

diseases, malignancies comprised 267 cases (86.1%), whereas 
benign diseases comprised 43 cases (13.9%). Among the 
malignancies, primary lung adenocarcinoma was the most 
common (61.4%), followed by lung squamous cell carcinoma 
(17.2%), small cell lung cancer (12.4%), and metastases from 
other organs (4.9%). All patients underwent chest computed 
tomography (CT) scans before EBUS-TBNA. The histology 
of 888 LNs was confirmed using EBUS-TBNA, and/or 
surgical resection performed immediately after EBUS-TBNA. 
Among all confirmed LNs, malignant LNs comprised 340 
(38.3%), and benign LNs comprised 548 (61.7%). The most 
frequent sampling site was a subcarinal LN (26.4%), followed 
by a right lower paratracheal LN (20.9%). The median 
number of transbronchial needle aspiration (TBNA) for each 
LN was 2.0 (interquartile range, 1.0–2.0).

Malignancy prediction performance using the modified 
VGG-16

We tested and modified different VGG networks and 
evaluated their malignancy prediction performance  
(Figure 2A-2D and Table S2). First, we evaluated the 
VGG-16 with its original architecture, trained using only 
traditional cross-entropy for the classification loss (VGG-16 
type A). The sensitivity, specificity, accuracy, and AUC of 
the malignancy prediction were 69.7%, 74.3%, 72.0%, and 
0.782, respectively (Figure 2A). VGG-16 type A’s total time 
for predicting malignancy from an image was 0.021 seconds. 
We then evaluated the VGG-16 in which the flattening 
operation was replaced with a GAP operation, which was 
trained by using the classification loss (VGG-16 type B). 
The sensitivity, specificity, and accuracy for predicting 
malignancy were 68.3%, 72.7%, and 70.5%, respectively, 
and the overall AUC was 0.759 (Figure 2B). VGG-16 
type B’s total time to process a single input image was, on 
average, 0.0159 seconds. In other words, approximately 
63 images could be processed per second. In addition, we 
trained a residual network (ResNet), which was used as 
a backbone network by Lin et al. (4). The time taken for 
ResNet to predict the malignancy of an EBUS image was 
0.0427 seconds. The sensitivity, specificity, accuracy, and 
AUC were 64.7%, 77.7%, 71.2%, and 0.759, respectively 
(Figure 2D). Finally, we examined the performance of the 
VGG-16 when the new loss function was applied to train the 
network (VGG-16 type C). Using this modified VGG-16,  
the overall AUC improved to 0.800 (Figure 2C). The 
sensitivity, specificity, and accuracy improved to 72.7%, 
79.0%, and 75.8%, respectively. Figure 3 shows the changes 

Table 1 Patient demographics and clinical characteristics of 
histologic confirmed LNs

Patients or LNs characteristics Value

Age, years old, median ± SD 67.0±11.4

Sex, n (%)

Male 213 (68.7)

Female 97 (31.3)

Patients, total n 310

Who had malignant LNs 177

Who had benign LNs 193

Who had both malignant and benign LNs 60

Patients tumor histology, n (%)

Malignant diseases 267 (86.1)

Lung adenocarcinoma 164 (61.4)

Lung squamous cell carcinoma 46 (17.2)

Small cell lung cancer 33 (12.4)

Other primary lung cancer 11 (4.1)

Metastatic malignancy 13 (4.9)

Benign diseases 43 (13.9)

Histologic confirmed LNs, total n 888

Lymph nodes histology, n (%)

Malignant 340 (38.3)

Benign 548 (61.7)

Lymph nodes station, n (%)

Subcarinal 234 (26.4)

Right lower paratracheal 186 (20.9)

Left lower paratracheal 83 (9.3)

Right hilar 60 (6.8)

Left hilar 58 (6.5)

Right interlobar 100 (11.3)

Left interlobar 145 (16.3)

Other (right upper paratracheal, left upper 
paratracheal, para-aortic, paraesophageal, lobar)

22 (2.5)

LNs, lymph nodes; SD, standard deviation.

https://cdn.amegroups.cn/static/public/TLCR-21-870-Supplementary.pdf


Translational Lung Cancer Research, Vol 11, No 1 January 2022 19

© Translational Lung Cancer Research. All rights reserved.   Transl Lung Cancer Res 2022;11(1):14-23 | https://dx.doi.org/10.21037/tlcr-21-870

in the number of true positives (TPs) according to the 
IoU thresholds. As shown in the figure, the number of 
TPs was stable until the IoU threshold reached 0.4. The 
representative image demonstrating the performance of the 
VGG-16 type C is shown in Figure 4 and Video S1. 

Comparison with malignancy prediction by sonographic 
feature classification

We analyzed the sonographic features described by an 

experienced bronchoscopist at the time of the EBUS-
TBNA procedure on an electronic medical record. 
Sonographic features were described based on a standard 
EBUS image classification system suggested by Fujiwara 
et al. (9): greater than 1 cm in size, round shape, distinct 
margin, heterogeneous echogenicity, absence of central 
hilar structure, and presence of coagulation necrosis sign 
indicated a high possibility of malignancy. For malignancy 
prediction performance, our data showed that shape 
had the highest accuracy (85.1%, P<0.001), followed by 
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(D) ResNet was additionally trained for comparison. VGG, visual geometry group; AUC, area under the curve; ResNet, residual network; 
ROC, receiver operating characteristic; GAP, global average pooling.
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echogenicity (71.3%, P<0.001; Table 2). In the multivariate 
analysis, margin showed the highest odds ratio (OR) 
=31.1 [P<0.001; 95% confidence interval (CI): 5.0–195.0], 
followed by shape (OR =28.3; P<0.001; 95% CI: 10.5–76.2; 
Table S3).

Discussion

In this study, we built a modified VGG-16 network to classify 
malignant thoracic LNs and support the selection of LNs for 
biopsy during EBUS-TBNA. EBUS-TBNA is a minimally 
invasive procedure, conducted under adequate sedation 
using a combination of fentanyl and midazolam (moderate 
sedation), propofol or general anesthesia (deep sedation). 
Moderate sedation is preferred for patient safety, but the 
diagnostic yields tend to be worse under moderate sedation 
than deep sedation (46.1–85.7% vs. 52.3–100.0%) (10). 
Owing to the limitation of sedation time, moderate sedation 
may not be sufficient for comprehensive staging or small 
LN sampling, especially for inexperienced bronchoscopists. 
Current guidelines for lung cancer staging mandate 
mediastinal staging, with a minimum of five LNs assessed 
by EBUS, and three LNs sampled systematically. However, 
this recommendation is completed in less than 50% of  
patients (11). This study was designed to build a deep learning 
model to support the decision-making of bronchoscopists for 
sufficient mediastinal assessment in shorter procedure times. 

Until now, many efforts have been made to identify 
potential malignant LNs that require biopsy based on the 
size of the LNs, measured via CT scans, and the standardized 
uptake value (SUV), measured through fluorodeoxyglucose-

positron emission tomography (FDG-PET) scans. However, 
it has been established that the LN size on a CT scan is not a 
good predictor of nodal metastasis in lung cancer (12). FDG-
PET scans for mediastinal staging have limitations of both 
high false positive (FP) and false negative (FN) rates (13).  
In particular, micrometastases might occur within LNs 
in lung adenocarcinoma (14), so it is inaccurate to predict 
metastasis only by the size of the LNs on a CT scan or by 
the SUV on the FDG-PET scan. Therefore, sonographic 
features must be observed during EBUS-TBNA to select 
LNs for biopsy. However, various ultrasonographic features 
have different predictive values for malignancy depending on 
the observer. The feature that is identified as the strongest 
sonographic predictor differs depending on reports. Evison 
et al. (12) reported echogenicity and Wang Memoli et al. (15) 
reported shape as the strongest feature. In our data, shape 
showed the highest accuracy, followed by echogenicity. 
However, there is a limit to predicting malignancy based 
on each specific characteristic of the ultrasound. Therefore, 
it is possible to improve the predictive value of malignancy 
when comprehensively analyzing various characteristics 
on the ultrasound simultaneously. For this reason, Hylton 
et al. (16) developed the four-point scoring system using 
four sonographic features: short-axis diameter, margins, 
central hilar structure, and necrosis, and showed good 
performance in identifying malignant LNs. If all of these 
sonographic features can be evaluated comprehensively and 
simultaneously using a deep learning model, the model will 
be a robust predictor for the classification of malignant LNs. 

Medical image analysis using a deep learning model has 
advantages, as it can process huge amounts of information 
rapidly and identify features at a microscopic level that 
cannot be confirmed visually by humans. Although deep 
learning has been widely applied to ultrasound images of 
other organs, there are few studies on the application of 
deep learning to EBUS images. Ozcelik et al. (17) recently 
developed an artificial neural network guided analysis and 
applied it to 345 LN images obtained during EBUS. They 
reported a diagnostic accuracy of 82% and AUC of 0.78. 
Similarly, Li et al. (18) applied deep learning to EBUS 
images of 294 LNs, and reported a diagnostic accuracy 
of 88%, with AUC of 0.95. These studies have reported 
good diagnostic accuracy with acceptable sensitivity and 
specificity. However, by analyzing only static images, they 
had the limitation of not applying their method directly 
to the dynamic images, which we achieve in our real-time 
EBUS procedure. Lin et al. (4) reported a three-dimensional 
CNN with ResNet as a backbone that uses video data 
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directly and is robust against data noise. However, the size 
of the backbone network is large, and since more than one 
model is used, a real-time operation may be difficult on 
mainstream hardware. In our test, the ResNet could process 
approximately 23 EBUS images in a second. Considering 
that most ultrasound processors capture 30 or more frames 
per second, it is hard to run the ResNet architecture in 
real-time. To the best of our knowledge, we are the first to 
report the use of deep convolutional networks on EBUS 
images that can run as an application in real-time in current 
healthcare settings, without additional high-end hardware.

The strength of our model is that the proposed 
network can be applied on a mainstream GPU device 
during real-time EBUS-TBNA procedures. When the 
flattening operation was replaced with the GAP operation, 
the sensitivity only decreased by approximately 1.3%. 
However, the required processing time for a single input 
image was reduced by about 0.005 seconds, consequently 

increasing the number of processable images per second 
from 47 to 62. In other words, there were only a few 
performance decreases, while the complexity of the model 
was significantly reduced. Additionally, the proposed model 
achieved improved sensitivity (↑4.4%), specificity (↑6.4%), 
accuracy (↑5.3%), and AUC (↑0.041) over the model 
trained using the traditional cross-entropy for malignancy 
prediction performance. 

This study has a limitation because it was designed as a 
retrospective study and developed based on EBUS image 
data from a single institution. To enhance the clinical 
usefulness of this deep learning model, external validation 
through multicenter prospective randomized trials is 
needed. 

In conclusion, deep CNNs have shown effectiveness 
in classifying malignant LNs on EBUS images, with high 
accuracy. Deep learning can shorten the EBUS-TBNA 
procedure time, increase the accuracy of nodal staging, and 

Figure 4 Real-time performance of the VGG-16 type C. These figures are representative images demonstrating the performance of the 
modified VGG-16 (VGG-16 type C) model. This model predicted an 85% chance of malignancy of the mediastinal LN observed in 
the EBUS procedure. The white circular area is the boundary extracted from the red area in the heatmap. M indicates the possibility of 
malignancy. VGG, visual geometry group; LN, lymph node; EBUS, endobronchial ultrasound. 

Table 2 Malignancy prediction performance for each sonographic feature

Characteristic Sensitivity (%) Specificity (%) NPV (%) PPV (%) Accuracy (%) P value

Shape 83.6 86.1 88.6 80.3 85.1 <0.001

Margin 28.7 97.3 93.9 48.0 56.4 <0.003

Echogenicity 76.7 67.6 81.1 61.5 71.3 <0.001

Central hilar structure 72.6 31.5 63.0 41.7 48.1 0.642

Coagulation necrosis sign 13.7 97.2 62.5 76.9 63.5 0.213

NPV, negative predictive value; PPV, positive predictive value.
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improve patient safety. Therefore, evaluation of the real-
world clinical benefit of this model in prospective trials is 
warranted.
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Supplementary

672 Patients were screened
Initial electronic medical records those who 
underwent EBUS-TBNA from 2019.10–2020.07

310 patients were enrolled
Total 2,394 EBUS images

935 malignant LN images 
from 177 patients were analyzed

1,459 benign LN images 
from 193 patients were analyzed

362 patients were excluded
∙ Without pathologic report
∙ EBUS performed owing to other diseases than malignancy
∙ Image without LNs or two or more LNs in one image
∙ Image with doppler overlaid
∙ Images of LNs during TBNA

Figure S1 Consort flow diagram. EBUS-TBNA, endobronchial ultrasound-guided transbronchial needle aspiration; LN, lymph node. 

A

B

Figure S2 (A) Architecture of the original VGG-16. To flatten the output of the last convolutional layer, all components of the matrix are 
lined up. (B) Architecture of the VGG-16 with the GAP operation. By calculating the average in the directions of width and height, the 
global average is fed into the next layer. Conv, convolution; D, dimension; VGG, visual geometry group; GAP, global average pooling. 



© Translational Lung Cancer Research. All rights reserved.  https://dx.doi.org/10.21037/tlcr-21-870

Video S1 Real-time performance of VGG-16 type C. This video was taken during the EBUS-TBNA procedure and demonstrated the 
performance of the modified VGG-16 (VGG-16 type C) model. M indicates the possibility of malignancy. VGG, visual geometry group; 
EBUS-TBNA, endobronchial ultrasound-guided transbronchial needle aspiration. 
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Table S1 Composition of the 3-fold cross-validation dataset

Fold
Training Validation Evaluation Total

Images Patients Images Patients Images Patients Images Patients

Fold 1

Malignancy 142 732 19 100 16 100 177 932

Benign 161 1,258 13 100 19 100 193 1,458

Fold 2

Malignancy 144 733 14 100 19 100 177 933

Benign 164 1,258 16 100 13 100 193 1,458

Fold 3

Malignancy 138 731 21 100 18 100 177 931

Benign 163 1,256 15 100 15 100 193 1,456

Table S2 Malignancy prediction performance of the original VGG-16 (type A), the VGG-16 with global average pooling (type B), the VGG-16 
with global average pooling using the proposed loss function (type C), and ResNet

Network
Malignant Benign

Accuracy AUC
TP FP FN Sensitivity Specificity TP FP FN Sensitivity Specificity

VGG-16 type A

CV0 71 35 29 0.71 0.65 65 29 35 0.65 0.71 0.680 0.77

CV1 73 21 27 0.73 0.79 79 27 21 0.79 0.73 0.760 0.832

CV2 65 21 35 0.65 0.79 79 35 21 0.79 0.65 0.720 0.737

CV0 + CV1 + CV2 209 77 91 0.6966667 0.743333333 223 91 77 0.74333333 0.69666667 0.720 0.782

VGG-16 type B

CV0 74 30 26 0.74 0.7 70 26 30 0.7 0.74 0.72 0.792

CV1 72 18 28 0.72 0.82 82 28 18 0.82 0.72 0.77 0.825

CV2 59 34 41 0.59 0.66 66 41 34 0.66 0.59 0.625 0.661

CV0 + CV1 + CV2 205 82 95 0.6833333 0.726666667 218 95 82 0.72666667 0.68333333 0.705 0.759

VGG-16 type C

CV0 75 25 25 0.75 0.75 75 25 25 0.75 0.75 0.75 0.794

CV1 74 12 26 0.74 0.88 88 26 12 0.88 0.74 0.81 0.848

CV2 69 26 31 0.69 0.74 74 31 26 0.74 0.69 0.715 0.752

CV0 + CV1 + CV2 218 63 82 0.7266667 0.79 237 82 63 0.79 0.72666667 0.758333 0.8

ResNet

CV0 71 28 29 0.71 0.72 72 29 28 0.72 0.71 0.715 0.737

CV1 63 16 37 0.63 0.84 84 37 16 0.84 0.63 0.735 0.803

CV2 60 23 40 0.6 0.77 77 40 23 0.77 0.6 0.685 0.725

CV0 + CV1 + CV2 194 67 106 0.6466667 0.776666667 233 106 67 0.77666667 0.64666667 0.711667 0.759

Sensitivity = TP/(TP + FN); Specificity = TN/(TN + FP); Accuracy = (TP + TN)/total n. VGG, visual geometry group; ResNet, residual 
network; TP, true positive; FP, false positive; FN, false negative; AUC, area under the curves; CV, cross validation.
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Table S3 Logistic regression analysis for sonographic features to predict malignancy

Sonographic features
Univariate analysis Multivariate analysis

OR (95% CI) Significance OR (95% CI) Significance

Shape 

Oval 1 P<0.001 1 P<0.001

Round 31.5 (13.8–71.9) 28.3 (10.5–76.2)

Margin

Indistinct 1 P<0.001 1 P<0.001

Distinct 14.3 (3.3–61.9) 31.1 (5.0–195.0)

Echogenicity

Homogeneous 1 P<0.001 1 P=0.005

Heterogeneous 6.9 (3.5–13.5) 3.9 (1.5–10.1)

Central hilar structure 

Presence 1 P=0.556 1 P=0.068

Absence 1.2 (0.6–2.3) 2.8 (0.9–8.4)

Coagulation necrosis sign 

Absence 1 P=0.011 1 P=0.462

Presence 5.6 (1.5–21.0) 1.9 (0.3-11.5)

OR, odds ratio; CI, confidence interval.
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