Could artificial intelligence replace fine-needle aspiration in endoscopic ultrasound?
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The recent application of artificial intelligence (AI) in the field of gastroenterology has shown promising results in the diagnosis and management of digestive diseases (1-3). Solutions such as AI-powered detection and diagnosis systems are now commercially available for colorectal polyps (4). The backbone of AI systems for image classification is the convolutional neural network (CNN), a deep-learning algorithm that conducts multi-level image analysis through pattern recognition, and improves its own diagnostic ability by training with large datasets (5,6). With the ability to integrate pixel-level data, CNN is able to aid endoscopists in the rapid interpretation of seemingly ambiguous visual data. One such area of diagnostic dilemma is the evaluation of gastric subepithelial lesions (SELs). While endoscopic ultrasound (EUS) is the most accurate imaging modality, there are no definitive EUS features to differentiate gastrointestinal stromal tumors (GISTs) from the commonly encountered gastrointestinal leiomyomas (GILs) (7-9). Misdagnosis of GISTs and GILs are thought to comprise the majority of incorrect EUS diagnoses (9). Given the malignant potential of GISTs, it is crucial to accurately diagnose these lesions and to differentiate them from GILs, which are benign. The current standard is to differentiate these two by obtaining tissue samples with fine-needle aspiration or biopsy (EUS-FNA/B). However, FNA/B is invasive and is reported to have a lower diagnostic rate for SELs smaller than 20 mm (9,10).

In this issue of Endoscopy, Yang et al. report the result of their AI-powered EUS model for differentiation between GISTs and GILs (11). Using a CNN for image recognition, the AI model was trained, validated, and evaluated on a total of 10,439 EUS images from 752 patients with histologically confirmed GISTs and GILs from four endoscopic centers, collected in aggregate from 2013 to 2020. They report a significantly higher diagnostic accuracy with the AI model compared with the expert endo-sonographer (94.0% vs. 70.2%, P value <0.001). More importantly, in the prospective evaluation of 508 consecutive patients with SELs, of whom 132 underwent histologic confirmation, the diagnostic accuracy remained significantly higher with the AI-powered EUS compared with the expert endo-sonographer (78.8% vs. 69.7%, P value =0.01). When examining only cases of histologically-confirmed GISTs or GILs, AI-joint diagnosis also had significantly higher accuracy, specificity, and PPV at 92.2%, 95.1%, and 94.1%, respectively, compared to individual diagnosis alone at 76.6% (P value =0.01), 65.9% (P value =0.002), and 69.6% (P value <0.01), respectively. The sensitivity and NPV of AI-joint diagnosis were similar to individual diagnosis. These are promising results in applying deep learning to real-time EUS to distinguish between GISTs and GILs.

Previous studies have reported an improved diagnostic
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accuracy for differentiating between GISTs and GILs from non-GIST SELs with the use of AI-powered EUS (12-16). Hirai et al. developed an AI system to distinguish GISTs from other gastric SELs using a total of 16,110 images from 631 lesions in a multicentre retrospective dataset for testing and training; the AI system had higher accuracy for diagnosing GIST at 86.1% compared to experts at 27.0–68.0% (P value <0.001) (13). Seven et al. applied an AI system to differentiate GISTs from GILs, again trained and tested on 978 retrospectively-collected images from 145 lesions. Similarly, the diagnostic accuracy of the AI system (86.98%) was superior to experts (63.0%, P value <0.05). These earlier AI systems tended to be trained and tested on retrospective datasets, limiting their external validity. Yang et al. are the first to report a higher diagnostic accuracy using prospective diagnostic testing, in addition to retrospective testing, from real patients at multiple centers. Reflecting the difficulty in discerning smaller lesions, a previous AI model by Minoda et al. had a higher diagnostic yield in SELs larger than 20 mm of 90.0%, compared to 86.3% in SELs less than 20 mm (12). Comparatively, Yang et al. found similarly high levels of diagnostic accuracy of SELs larger and smaller than 20 mm (96.3% and 90%, respectively) when experts were assisted by AI (11). Yang et al.’s study advances the ability of AI to not only improve diagnostic accuracy compared to experts, but particularly with smaller SELs that are the most challenging to evaluate.

The understated strength of this study is the application of a high-performing AI system to the real-world setting. For the prospective evaluation, the AI system was installed on EUS workstations to assist with diagnoses during endoscopic examinations. Once the endoscopist determined the gastric lesion to be suspicious of GIST or GIL, the AI system was applied to at least five images for image classification, which required about one minute to capture and frame. The AI system then produced a classification in real time to assist the endoscopist with diagnosis. This evaluation provides generalisability that is frequently lacking in early AI development studies, which typically utilize carefully curated testing images that have been pre-processed. There is also the practicality of using the AI system to assist endoscopists to make joint diagnoses as the human operator retains a higher level of abstract thinking. Finally, while Yang et al. designed the AI system using a powerful CNN, it was able to perform on entry-level computers and be accessible to endoscopists through a graphical user interface (17). As users did not require any equipment upgrades or additional operator training, the AI system was low in cost relative to its potential benefit. Overall, this AI system was designed with high applicability to support clinicians and could be particularly useful in areas where resources and experts may be scarce.

There are several limitations of this study to note. As lesions were only biopsied when clinically indicated, such as for suspicion of GIST, the histologic diagnosis was only obtained in approximately 30% of the patients in the prospective cohort. This leads to significant verification bias and overestimates sensitivity while underestimating specificity. Yang et al. also noted significant discrepancies in AI performance with different EUS probes, corresponding with variation noted in mean pixel values at each study site, limiting the applicability of their AI system to certain imaging devices. Lastly, the model is only able to distinguish between GIST and GIL; authors acknowledge that they were unable to enroll other types of SELs, as their low incidence did not allow for sufficient training images in the dataset. This limitation was similarly seen in a previous AI system that found high accuracy overall to diagnose GISTs, but misdiagnosed a schwannoma as few training images were available (12). As the performance of an AI model is predicated upon gathering sufficient heterogeneity in training data, this is a common challenge in AI development.

The results of this study add to growing literature on the superior accuracy of AI systems to diagnose GISTs on EUS. Yang et al. have demonstrated the potential role of AI systems in real-time and real-world EUS diagnosis of GISTs. This exciting study illustrates the ability of AI systems to identify features that may not be visible or discernable to endoscopists, empowering clinicians with more information than ever before. To increase the external validity of AI systems for EUS, further research is needed with large, prospective, and multi-center data of histologically proven lesions and different EUS models. Future studies should strive to apply the same pragmatism as Yang et al. by emphasizing the importance of AI systems being user-friendly, compatible with existing infrastructure, and performing in real time without incurring excessive costs. Current challenges in gastrointestinal endoscopy represent opportunities for AI solutions to empower clinical decision making, optimize healthcare resources, and improve patient care in the not-so-distant future.
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